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Chapter 1

Review of the state of the art in
interannual core dynamics

4DEarth_Swarm_Core ESA project deliverable R-A.1

A. Jackson1, N. Gillet2, J. Aubert3, C. Finlay4, D. Jault2, P. Livermore5,
J. Noir1 and N. Olsen4

1 ETH Zurich, 2 ISTerre, 3 IPG Paris, 4 DTU Space, 5 University of Leeds

1.1 Context of the 4D-Earth-Swarm activities

Our activities are broadly characterised by one scientific question, namely the phys-
ical modeling of rapid secular variation (SV, or rate of change of the magnetic field)
changes. These are inter-annual changes with time scales of two years to several
decades. The question will be tackled using several angles of investigation, includ-
ing:

• the modeling of geomagnetic data by means of reduced stochastic models of
the core surface dynamics, based on satellite observations through (stochas-
tic) data assimilation algorithms;

• the physical modeling of such SV changes through reduced quasi-
geostrophic (QG) models that describe the dynamics of axially invariant mo-
tions in the core in the presence of magnetic field;

• the comparison of SV changes observed through satellite (Swarm and others)
data with outputs from three-dimensional computations.

These are further described in the sections below.

1.2 Background

Swarm data hold the prospect of illuminating interior properties of the core, such
as the strength and distribution of magnetic fields and, potentially, the strength of
buoyancy forces. The observed spatio-temporal changes can be related to a model
of the electrically conducting core’s interior dynamics, provided that a predictive
dynamical model of those dynamics is available. However, only in very special
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2 CHAPTER 1. SCIENTIFIC REQUIREMENT CONSOLIDATION (R-A.1)

circumstances is such a deterministic model already available. It is the case for
torsional oscillations (namely the oscillations of cylinders of fluid coaxial with
the rotation axis, where the restoring force is entirely magnetic), used by Gillet
et al (2010) to determine one property of the interior magnetic field from inter-
annual changes in the fluid flow over the last few decades. In no other case is
a dynamical model available for the study of the rapid (i.e. decadal and shorter)
geomagnetic field changes. The exploration of suitable strategies for the creation
of a model applicable to Swarm data is one of the aims of the present proposal.
The accepted state of the art for combining observations with a dynamical model
is termed data assimilation (DA). At present there are two flavours of DA which
are available to the geomagnetic community: probabilistic (here sequential) as-
similation (SDA) and variational assimilation (VDA). The sequential approach in
the context of primitive magneto-hydro-dynamic equations has been pioneered by
A. Fournier & J. Aubert and colleagues at IPGP and W. Kuang & A. Tangborn
at NASA. More and more groups are adopting this approach, including groups in
Germany and Japan.

Recently, SDA was also considered to tackle questions posed by satellite obser-
vations by means of two pragmatic approaches: either through no-cast re-analyses
(i.e. no time-stepping of the deterministic model) using three-dimensional geody-
namo model cross-covariances (Aubert, 2015), or by considering instead a stochas-
tic forecast model anchored to geodynamo spatial covariances and compatible with
the occurrence of geomagnetic jerks (Barrois et al, 2017).

The variational approach has been applied to simplified problems by Li et al
(2014). In principle, the mechanics of this approach are in hand, but there is a
need to develop a suitable model to which this approach could be applied that
does not suffer from the effects of overly-large viscosity. The idea for a variational
approach was also set out in Canet et al (2009) and applied to the problem of
torsional oscillations.

A number of potential avenues are open for the development of a new dy-
namical model. We believe that there are close parallels with similar problems in
oceanography, whose community has worked for many years to develop models in
which the effect of viscosity is not overbearing.

We mention promising avenues: Canet et al (2009) and Labbé et al (2015) have
developed a QG model of core dynamics that holds the promise of development
into a suitable dynamical model for assimilation. While most of the terms in the
Navier-Stokes equation can be elegantly handled by these approaches, neither of
the models are able to properly treat the magnetic terms in a rigorous manner. This
family of approaches will be stepping-off points in our quest to develop a suitable
dynamical core for assimilation.

In the following sections we discuss the pertinent observations and techniques
that have been developed by the community, what they tell us, and what is the state
of play.
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1.3 Origin and observability of interannual motions ob-
served

A consensus view of the 4D Earth team is that it is a regrettable situation that
the 6 year torsional oscillations have only been observed by one team, namely the
original discoverers (Gillet et al, 2010). Despite the strong evidence from the pre-
dicted length-of-day (LOD) changes that correspond well to the observed changes
(Gillet et al, 2015), there is a need for an independent corroboration of these mo-
tions (even though the above observation has been confirmed with several rather
distinct algorithms, see Gillet et al, 2019). This was never proposed as part of
the WPs of the present proposal, but, considering the importance of the observa-
tion for core dynamics, it is to be hoped that a scientific team will take up the
challenge. A key ingredient in the isolation of torsional oscillations at interannual
periods by the Grenoble group is the inclusion of unmodelled SV sources associ-
ated with time-correlated subgrid processes. We believe any attempt at reproducing
this result should involve this mechanism, in order to avoid either losing informa-
tion by under-fitting SV data, or generating severely biased core flow models by
over-fitting them.

The strongest repeating signal in LOD series is at 6 years (Abarca Del Rio
et al, 2000; Chao et al, 2014; Holme and De Viron, 2013). Filtered around this
period, core flow models inverted from SV models show an outward propagation
of zonal motions. When interpreted as torsional Alfvén waves (Braginsky, 1970),
the recovered wave form raises several geophysical issues. First the absence of
noticeable reflexion at the equator may be interpreted in term of a relatively weak
conductance of the lower mantle (of the order of 3 107 S), in a scenario where the
core-mantle coupling is operated through an electro-magnetic stress (Schaeffer and
Jault, 2016). However, there is still the possibility for a topographic torque to be
responsible for the associated LOD changes (see §1.9).

Second, the propagation from the inner core (at least during the 1960-70’s)
has been first interpreted through a torque involving the inner core. This latter
may be associated with Lorentz forces on the vicinity of the tangent cylinder (Teed
et al, 2015), as it is the case in dynamo simulations (Schaeffer et al, 2017). Alterna-
tively, it may involve a gravitational coupling between the inner core and the mantle
(Mound and Buffett, 2006), although this scenario itself is debated (Davies et al,
2014; Chao, 2017). The possibility of an excitation induced by magnetospheric
field changes has been proposed (Legaut, 2005), but there may not be enough en-
ergy there to excite torsional Alfvén waves (by definition equi-partitioned in kinetic
and magnetic energies) with the observed amplitude. Finally, one cannot rule out
the possibility of a forcing spread throughout the fluid core, as we have only access
to the gravest of the torsional modes (Gillet et al, 2017). The question whether the
better spatio-temporal resolution offered by Swarm data will give or not access to
higher harmonics is open.

Regardless, one should keep in mind that the above zonal flows only represent
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a tiny contribution to interannual motions (Gillet et al, 2015; Kloss and Finlay,
2019), and that we still miss a conclusive interpretation of the more energetic non-
zonal motions (see also §1.6). We also stress the limited access to interannual field
changes, which are constrained by observations only for the largest length-scales
in geomagnetic field models (Gillet, 2019).

1.4 Basic mechanisms for core-mantle coupling, and set-
tled questions

Core-mantle coupling plays an important part in the time evolution of the LOD,
with periods above 2 years, and in the dissipation of the annual retrograde nuta-
tion of the Earth’s rotation axis. Changes of axial core angular momentum are
estimated from models of the geostrophic motions in the Earth’s fluid core and
changes of axial mantle angular momentum are directly inferred from LOD obser-
vations. There is reasonable evidence that variations in the core and mantle axial
angular momentum compensate although uncertainties remain significant (Gillet
et al, 2015; Bärenzung et al, 2018). Curiously, the agreement appears less good
during the satellite era, from ≈ 2003 onward (Gillet et al, 2019). The core-mantle
coupling mechanism responsible for the exchanges of angular momentum between
the fluid core and the solid mantle is still debated.

The most widely studied coupling mechanisms between core and mantle are
viscous, gravitational, topographic and electromagnetic (EM). Unfortunately they
all depend on poorly known properties of the lowermost mantle and core, respec-
tively the effective core viscosity, geometry of the gravity equipotential surface
next to the core-mantle boundary, topography of the core-mantle interface and the
electrical conductivity of the lowermost mantle (Roberts and Aurnou, 2011). Of
these, we briefly review EM coupling below as this is most relevant to the 4D-
Earth-Swarm proposal.

Studies of EM sounding from Earth’s surface based on external magnetic field
fluctuations have poor sensitivity to the lowermost mantle, although typical val-
ues are 10 S/m (Constable, 2007). Yet due to inhomogeneities on the core-mantle
boundary, these values may not be indicative of the conductivity at the interface
itself. The difficulty in determining conductivity is further compounded by the fact
that EM coupling mechanisms generally depend on conductance, the integrated
conductivity over a layer (whose thickness is unknown), rather than the conductiv-
ity itself.

Independently, through respectively models of EM coupling and consideration
of nutations, both Holme (1998) and Buffett et al (2002) propose a conductance of
108 S. One possibility is this is caused by a thin layer (of about 200 m) of material
with the same conductivity of the core. The occurrence of a solid metallic layer at
the lowermost mantle pressure and temperature is problematic and the mechanism
of nutation dissipation remains an open question (Buffett, 2010). Even if the con-
ducting materials are distributed over a thicker region, it is difficult to avoid a layer
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of relatively conductive material on the core-mantle boundary (CMB) interface as
on treating the majority of the lowermost mantle as a single layer of depth 1000 km
would yield a conductance of 107 S, inconsistent with other estimates. However,
this reasoning does not hold if other mechanisms participate in the coupling of the
core with the mantle as the required EM torque would be lower.

Another line of investigation comes from jointly considering dynamics in the
core interior and interactions with the mantle. For example, torsional waves, which
propagate as Alfv́en waves in the Earth’s core, have periods about 6 years. Their
reflection upon arrival at the core equator depends on the electrical conductance of
the lowermost mantle (Schaeffer and Jault, 2016). They are completely absorbed
for a mantle conductance of 1.6 ± 0.3 × 108 S (error bar arising from uncertainties
on the intensity of the radial magnetic field at the core equator). The apparently
weak reflection of the waves leads to estimates of total mantle conductance in the
range 3 × 107 − −3 × 108S. All the above estimates offer consistent values of the
conductance of about 108 S, although the actual electrical conductivity at the CMB
is not well constrained.

Most dynamo simulations do not include magnetic core-mantle coupling. The
recent geodynamo study of Aubert and Finlay (2019) dedicated to the rapid dynam-
ics of the Earth’s core however does include a thin mantle layer of conductance of
about 2 × 108 S, i.e. comparable to the above values.

1.5 How good is the quasi-geostrophic assumption?

In rotating fluid dynamics, a geostrophic equilibrium is a balance between Corio-
lis and pressure forces. The only truly geostrophic motions in a rotating spherical
shell are zonal (axisymmetric azimuthal) flows with axial invariance. All other
flows (including convective poloidal motions) rather obey a degenerate form of
geostrophy which is known as quasi-geostrophy (QG) at the condition that the first-
order forces driving those flows are much weaker than the leading-order pressure
and Coriolis forces. Because of the Taylor-Proudman theorem, QG flows gener-
ally acquire a quasi-invariant structure along the rotation axis when the first-order
forces are sufficiently weak, leading to the possibility to formulate their dynamics
in framework of reduced dimensionality (e.g. Gillet and Jones, 2006; Labbé et al,
2015; Calkins, 2018). This in turn enables important computer cost savings when
performing numerical simulations, and the possibility to reach strongly turbulent
regime that are appropriate for planetary cores (e.g. Gastine, 2019). QG has proven
to be an efficient way to describe rapidly-rotating thermal convection (e.g. Gillet
and Jones, 2006). In this non-magnetic case, the results compare favourably with
three-dimensional reference models and laboratory experiments, particularly con-
cerning the scaling behaviour in turbulent conditions (Aubert et al, 2003; Gastine
et al, 2016; Guervilly et al, 2019) because the first-order buoyancy and inertial
forces remain sufficiently subdominant relative to the leading-order QG equilib-
rium.
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Systematic surveys of three-dimensional numerical dynamos (Schwaiger et al,
2019) performed over a wide range of the accessible parameter space (including
conditions approaching those of the Earth’s core, Aubert et al, 2017) have con-
firmed the existence of a leading-order QG equilibrium even in the presence of
a self-sustained magnetic field. Magnetostrophy, where the magnetic force can
reach leading order and balance the Coriolis and pressure forces, is never observed
at system scale (because the system needs buoyant driving) and is usually deferred
to scales of about 100 km, but can approach larger scales in selected regions of
the parameter space where the convective forcing is low (Dormy, 2016; Schwaiger
et al, 2019). In all simulations, the occurrence of local magnetostrophy corre-
sponds to the Lorentz force being reduced to a magnetic pressure gradient without
a dynamical influence, meaning that from a dynamical standpoint QG in fact holds
at all scales. In the numerical dynamos, the first-order force balance coming after
QG is between the Lorentz, buoyancy forces and the ageostrophic part of the Cori-
olis force. This balance is known as the MAC balance and the total (leading plus
first) order force balance is referred to as the QG-MAC balance. The first-order
MAC balance is additionally scale-dependent. At scales larger than about 1000
km the first-order balance is mainly of thermal wind nature (balance between the
ageostrophic Coriolis and buoyancy forces), with the magnetic force being sub-
dominant. The scale-dependence of the force balance can also be viewed as a
frequency-domain dependence, where time scales longer than the secular overturn
are mainly governed by thermal wind dynamics and the role of magnetic forces is
deferred to faster, interannual to decadal dynamics (Schaeffer et al, 2017; Aubert,
2018). This corresponds to a minimisation of the interaction between the magnetic
field and the flow if sufficient time is allowed for the moderating effects of Lenz’
law to take place.

Unlike non-magnetic rotating convective systems, numerical dynamos fre-
quently feature a first-order MAC balance less than an order of magnitude be-
low the leading-order QG equilibrium (Schwaiger et al, 2019). Because of this,
the slowly-varying (secular) flows can show departures from QG and axial in-
variance, and need to be removed in order to exhibit structures closer to QG that
can be modelled as such in two space dimensions. Of particular importance are
magneto-inertial waves such as interannual Alfvén waves, which have been ob-
served in numerical simulations at the axisymmetric (e.g. Schaeffer et al, 2017)
and non-axisymmetric (Aubert, 2018) levels. These latter QG, axially invariant,
non-axisymmetric waves have been related to the occurrence of geomagnetic jerks
(Aubert and Finlay, 2019), underlining the relevance of a QG framework to de-
scribe the geomagnetic signal at interannual time scales. The main difficulty is that
the waves ride on a three-dimensional, strongly heterogeneous, slowly evolving
thermal and magnetic background state that cannot readily be described within a
QG framework, as stated above. This rationalises the general difficulty encountered
by the community in obtaining working self-sustained dynamos that are purely
QG, while more success has been obtained by studies where QG flows are pro-
duced within an imposed, rather than self-sustained, magnetic field (e.g. Labbé
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et al, 2015; More and Dumberry, 2017)

In summary, QG is a numerically efficient and easy to implement approxima-
tion, that has potential to describe some of the interannual core dynamics. The
insight from current three-dimensional numerical dynamos however suggests that
in the presence of a self-sustained magnetic field, a QG description of core dy-
namics most likely fails to describe the slowly-varying, buoyancy-driven secular
evolution of the core that generates the field. The way to progress may therefore
consist in an estimation of a three-dimensional background state (thermal, mag-
netic, kinematic) for the core at present (during the Swarm era), over which a QG
model may be built to describe the rapidly-evolving part of the geomagnetic signal
as an induced perturbation of an imposed background field.

1.6 Stochastic models anchored to geodynamo spatial co-
variances

There is currently a debate concerning the existence of a specific signal at 6 yr in
the magnetic field. On the one hand, secular acceleration (SA) pulses, or maxima
in the SA norm, seem to occur every 3 yrs (e.g. Finlay et al, 2016). This may either
result from a SV signal specific to the 6 yr period (e.g. Soloviev et al, 2017), or
be the consequence of the filtering in space and time when building global models
(Gillet, 2019). The existence of jerks events isolated in time is particularly intrigu-
ing since we are aware of no other geophysical system displaying such a behavior.
Alternatively, SA pulses could result from the spectral index α ' −2 found for
the temporal spectrum of SV Gauss coefficients at decadal to annual time-scales,
S ( f ) ∝ f α (Lesur et al, 2017).

In this context, one expects the SA temporal spectrum to be flat from annual
to decadal periods. The framework of stochastic processes has thus been consid-
ered for the integration of magnetic field evolution into SDA tools that only model
the core surface dynamics, still incorporating geodynamo constraints by means
of spatial and temporal cross-covariances (Barrois et al, 2017; Gillet et al, 2019).
This approach presents the advantage of reducing considerably the dimension of
the model state w.r.t. geodynamo driven DA algorithms (e.g. Fournier et al, 2013;
Sanchez et al, 2019). It also extends down to annual periods the range of frequen-
cies where the -2 spectral index operates (extreme 3D simulations, once scaled to
geophysical units, lose this property at about 30 yr periods (Aubert, 2018), i.e. out-
side the very period range of interest for this proposal). The main current limitation
of stochastic models is their inability to directly relate the observed SV changes to
dynamical properties deep in the fluid core (though its products can be used as a
constraint for subsequent dynamical analysis).
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1.7 The role of buoyancy and of Lorentz forces

In geodynamo simulations run at high rotation rates (Schaeffer et al, 2017; Aubert
et al, 2017), Lorentz forces appear to play a relatively minor role at large length-
scales, and this despite a large magnetic field intensity (as measured by Elsasser
numbers of order unity). Magnetic and velocity fields seem to self-organize so as to
minimize induction as much as possible. The magnetostrophic equilibrium (where
both Lorentz and Coriolis forces balance the pressure gradient) is thus expelled
towards small length-scales (Aurnou and King, 2017), while geostrophy applies at
the largest length-scale, at which departures from geostrophy are buoyancy-driven.
If this scenario applies in the Earth’s core, models based on magnetostrophy (see
Hardy et al, 2018) might miss a crucial ingredient in order to model decadal field
changes – one may think here in particular of QG models based on quadratic quan-
tities of the magnetic field (see Jault and Finlay, 2015).

Numerical dynamos along the path are nevertheless run at parameters different
from Earth-like, involving parameterizations of some nonlinear subgrid processes
(Aubert et al, 2017). With lower values of the magnetic Prandtl number Pm (ratio
of viscous to magnetic diffusivities), the larger magnetic diffusion may tend to
enlarge the range of wave-numbers where magnetostrophy prevails. This issue is
particularly important on the vicinity of the tangent cylinder. In this singular area of
the core, simulations show intense magnetic fields in link with strong polar vortices
(Schaeffer et al, 2017)

1.8 The prospects and applicability of the quasi-
geostrophic hypothesis

We have seen in previous sections that the idea of quasi-geostrophy is attractive, as
it captures much of the required physics. In the hydrodynamical case, where there
are no magnetic forces, the approach can be readily used to model buoyancy-driven
flows, to great effect (Guervilly et al, 2019). Presently what is missing is a theory
that is able to handle the Lorentz forces that arise in the presence of magnetic fields.

A first attempt at the problem was made by Canet et al (2009). The approach
to project the dynamical equations onto the equatorial plane involves an integra-
tion along the rotation axis from the lower to the upper boundary. This integration
leads to boundary terms that are, unlike all other quantities, controlled by values of
electrical currents that are not describable on the equatorial plane. It was initially
envisaged that these boundary terms would be much smaller than the volumetri-
cally averaged terms and thus could be neglected (Canet et al, 2009). Subsequent
work by Maffei (2016), amongst others, showed the difficulties that this leads to:
when one considers the normal mode problem of small oscillations around a back-
ground state, one finds that the surface terms are non-negligible, particularly close
to the equator. This leads to an incorrectly-posed eigenvalue problem.

Recognising this issue, Labbé et al (2015) pioneered a new approach. They
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showed that if the magnetic field could be written in the same form as the QG
velocity field, then the projection of all quantities onto the equatorial plane could
be achieved. This is a great step forward. It comes at a price however. The system
treated means that the field lines of the magnetic field close within the fluid, and no
field emanates from the core. In some ways this is similar to the treatment of Canet
et al (2009). More worrying is the likelihood that a magnetic field in the core can
really be represented in this QG form. The QG form for the velocity field is well
motivated, relying, as it does, on the underpinnings provided by the Proudman-
Taylor theorem, which leads naturally to first-order geostrophy. There is no such
theorem that suggest that the QG form can be used for the magnetic field. Thus
one must wonder to what extent the results will depend on this assumption.

To summarise, there is no presently acceptable magnetohydrodynamical QG
formulation, and it remains a challenge for the future to develop one. The attrac-
tiveness of the approach, if a self-consistent one can be found, lies in its use for the
purposes of data assimilation.

The data assimilation problem is the following. One has high quality maps of
the magnetic field at the core-mantle boundary for the last decades and centuries
that have been created from measurements taken at the Earth’s surface and above.
These will subsequently be termed observations, despite the fact that the maps are
actually derived quantities. The quest is to find a dynamical model of motions
in the core (and their time variations) that can account for the observations. The
problem requires a dynamical core, namely a version of the fluid mechanics in the
core. With these two ingredients, the matching process can begin. The outcome
of the matching process is twofold. In principle one can deduce properties of the
core such as the time-dependent buoyancy field and the interior magnetic field
strength and geometry. These quantities are such that they lead to a dynamical
evolution in time of core quantities, such that the observations are honoured. But
in addition, the time-evolution can be followed forwards beyond the time window
of the observations, into a prediction. This comes naturally, for free.

The attractiveness of the QG approach as a version of the fluid mechanics is
twofold. Firstly it can operate in regimes that three dimensional dynamo models
cannot reach. In particular, it is able to reduce the effects of viscosity to levels that
are close to those expected within the core (Guervilly et al, 2019). More important
considerations, however, are probably associated with the inverse problem that is
being solved. Quite likely it is only possible to recover some forms of "lumped
parameters", rather than full 3-D information. Thus one may have to be satisfied
with field strengths and geometries reduced by averaging, rather than full recovery
of 3-D toroidal and poloidal magnetic fields. Put simply, 2-D observations in time
(observations on the core-mantle boundary) are unlikely to be able to recover 3-D
fields. These 2D fields may well be able to recover 2-D fields as a function of time.
Thus the pure counting problem argues in favour of a theory like quasi-geostrophy.
The problem was highlighted by Li et al (2014).

It should be said that there has been considerable success by using 3D dynamo
models as dynamical cores for Ensemble Kalman filter schemes. However, these
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calculations have not been able to constrain the interior buoyancy and magnetic
fields in the core.

It is our hope that the present 4DEarth activity might lead to further insights
and experiences that will lay the path for future data assimilation activities.

1.9 Topographic torques on a non-spherical core

So far there is no certainty in the mechanism that transfers core’s angular momen-
tum to the solid mantle. Proposed mechanisms include electromagnetic coupling
via electrically conducting lower mantle (see section 1.4 for more details), gravi-
tational coupling via a gravitational torque between a deformed inner core and the
mantle (Buffett, 1996a,b), or topographic coupling through a non-axisymmetric
CMB.

For a spherical CMB the pressure torque on the mantle by any flow in the core
vanishes exactly by definition. More precisely, for any CMB symmetric about the
rotation axis, no changes in the LOD may be explained by the pressure torque.
Investigating core flows in non-axisymmetric domains is challenging and has been
limited to a few studies up until today (e.g. Kuang and Chao, 2001; Jault and Finlay,
2015; Vidal et al, 2019).

Torsional waves, with periods on the scale of a few years, have been proposed
to be responsible for such changes in the LOD. Their periods have been used to
infer the mean radial magnetic field strength in the core, a quantity otherwise in-
accessible to observations (Gillet et al, 2010). In a sphere, the flow of these waves
follow contours of constant column height. To investigate the flow structure of
these waves for a non-axisymmetric domain and wether or not this flow is capable
of exerting a pressure torque onto the solid boundary is the goal of this task. We
aim to use a Cartesian monomial approach in the ellipsoid (Vidal et al, 2019) and
curvilinear coordinates for any geometry beyond the ellipsoid.

It is unknown how important domains without closed geostrophic contours are
for the topographic torque. Such domains are certainly present in the Earth’s core.
Understanding the influence of topography on the flow structure and periods of
torsional waves is crucial to verify their robustness in predicting core quantities in
any planetary or stellar core.

1.10 Conclusions

There have been spectacular achievements in core studies over the last decade. Not
least is the observation of torsional oscillations. We have alluded to some of the
open issues in preceding sections. Although much is understood, it has proven
difficult to deduce concrete properties of the Earth. Tables 1 and 2 summarise the
state of play on the most important issues.
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State of the art on lower mantle electrical conductivity σ
From observed lack of reflected torsional oscillations:
Only bounds are on conductance G = σH, where H is the depth of the con-
ducting region.

Constraint is on Q =

√
µ0

ρ
GBr |z=0 ≈ 10−5GBr |z=0 (S I)

where G =

∫ r0+H

r0

σ dr ≈ σH . Q ' 1 is preferred.

Pros:
This is the strongest constraint on conductance.
Cons:
Need definitive bounds on reflection coefficient/reflected energy.
Need bounds on radial field Br at z = 0.
Provides information on only one region of CMB, at the equator.
Most of CMB entirely unconstrained.
Conductance not required to be laterally homogeneous, could have isolated
blobs.
Theory for laterally heterogeneous conductance yet to be worked out.

Table 1.1: State of the art on lower mantle electrical conductivity σ at the base of
the mantle.

State of the art on interior field strength
Gillet et al (2010,2015) provide a lower bound of 2-3mT in the cylindrically
radial magnetic field strength.
The profile of Bs shows weakening towards the CMB.
Pros:
Almost exactly predicts the filtered length-of-day in the 5-8 year period range.
Cons:
Has never been replicated.

Table 1.2: State of the art on interior field strength in the Earth’s core.
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2.1 Geomagnetic Datasets
4DEarth_Swarm_Core ESA project deliverable D-B.1

C. C. Finlay andM. D. Hammer
DTU Space, Technical University of Denmark

2.1.1 Introduction

This report provides information on geomagnetic datasets and derivatives (includ-
ing geomagnetic field models) produced by DTU for the Swarm+ 4D Deep Earth:
Core project, as part of Task B and Work Package 1, and designed to be used for
studies on core dynamics.

2.1.2 Geomagnetic Virtual Observatory datasets

Geomagnetic Virtual Observatory (GVO) datasets have been produced in a
consistent fashion from the satellite missions CHAMP, Cryosat-2 and Swarm. In
each case the same algorithm, recently developed in the context of the Swarm
mission (Hammer et al, 2020a) was been employed.

Each GVO dataset involves time series of the vector magnetic field on a
regular grid at satellite altitude. They were constructed by fitting a local potential
to the data falling within cylinders centered on each target location (Mandea and
Olsen, 2006; Olsen and Mandea, 2007). The geographical locations of the GVOs
and associated cylinders (radius 700 km) used to construct the GVO datasets
delivered here are shown in Fig. 2.1. This grid was generated using a recursive
zonal approximate equal area partitioning algorithm (Leopardi, 2006).

Detailed tests of the GVO algorithm have recently been carried out in the
context of the Swarm mission (Hammer et al, 2020a,b,d). Here we go further
and apply the same data selection and processing procedure to data from the
earlier CHAMP mission (Reigber et al, 2005) and the Cryosat-2 mission, where
calibrated platform magnetometer data has recently become available (Olsen et al,
2020). Below we give a brief summary of the GVO processing algorithm, full
details are given in the Swarm GVO product description of algorithm document
(Hammer et al, 2020b).

GVO series are provided at 1 month and 4 month cadences. In each case es-
timates are provided for both the observed field (including all data sources) and
the core field. 1 monthly GVOs are derived from 15 sec samples of Swarm L1b
MAG-L data, from all three satellites, and 15 sec samples of L3 CHAMP data. 4
monthly GVOs are derived from 15 sec samples of Swarm L1b MAG-L data, 15
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Figure 2.1: Geomagnetic Virtual Observatory (GVO) locations (red dots) along
with associated regions where satellite data is collected (green circles). 300 loca-
tions in all, arranged in an approximately equal area grid.

sec samples of L3 CHAMP data, and 1 minute means of Cryosat-2 data, that satisfy
the following dark and geomagnetically quiet time criteria:

- The sun is at least 10◦ below horizon

- Geomagnetic activity index Kp < 3◦

- Time change of Ring current (RC) index |dRC/dt| < 3nT/hr−1, Olsen et al
(2014)

- Merging electric field at the magnetopause Em < 0.8mVm−1, Olsen et al
(2014)

- Interplanetary Magnetic Field (IMF) Bz > 0 nT and |By| < 10 nT

where the latter two conditions are based on two hourly means of 1 min values
from the OMNI data-base, http://omniweb.gsfc.nasa.gov, prior to the data
timestamp.

Observed field GVO estimates are derived from sums and differences (along-
track and also across track in the case of Swarm Alpha and Charlie) of the
selected data, taking all data falling within 700 km of the GVO target location
during the specified time window (1 or 4 months), fitting these by a local po-
tential and then using this potential to estimate the vector field at the target location.

Core field GVO estimates are derived in the 1 monthly case by applying Princi-
ple Component Analysis (Cox et al, 2018) denoising to identify and remove local

http://omniweb.gsfc.nasa.gov


20 CHAPTER 2. DESCRIPTIONS OF THE DATASETS

time and obvious external signals, then performing an epoch-by-epoch spherical
harmonic analysis to identify and remove as far as possible remaining external and
toroidal fields. For the 4 monthly datafiles, a-priori estimates of the magnetopheric
field and associated induced field from the CHAOS model (Olsen et al, 2006; Fin-
lay et al, 2020) and the ionospheric field and associated induced field from the
CM4 model (Sabaka et al, 2004) were removed from the satellite data prior to
fitting the potential and then epoch-by-epoch spherical harmonic analysis was ap-
plied to identify and remove remaining external and toroidal fields. Identical data
selection and processing steps were applied to the Swarm, CHAMP and Cryosat-2
data (for a more detailed description of the algorithm, see Hammer et al, 2020a).

The GVO datasets for Swarm, CHAMP and Cryosat-2 have been archived on-
line at:

http://www.spacecenter.dk/files/magnetic-models/GVO/GVO_data_SWARM.zip
http://www.spacecenter.dk/files/magnetic-models/GVO/GVO_data_CHAMP.zip
http://www.spacecenter.dk/files/magnetic-models/GVO/GVO_data_CRYOSAT2.zip

Each zip file contains the GVO datafiles (1 monthly or 4 monthly
cadence) in the same .cdf format Hammer et al (2020c) along with
a readme file summarizing the satellite data sources, selection cri-
teria and processing steps applied. Filenames are of the form
YY_OPER_VOBS _XM_2__20131215T000000_20200315T000000_0101.cd f
where YY indicates the satellite (SW for Swarm, CH for CHAMP, CR for Cryosat-
2) and X is either 1 or 4 indicating 1 monthly or 4 monthly cadence respectively.
The variables provided in the .cdf file are Timestamp for the GVO field estimate;
Geocentric Latitude (degrees); Geocentic Longitude (degrees); Geocentric Radius
(km); GVO estimate of observed field (nT) including all sources; Error estimate
of observed field GVO (nT), derived from the misfit to the contributing data; GVO
estimate of Core field( nT), where selection and de-noising has been applied to
isolate the core field as far as possible; Error estimate of core field GVO (nT)
based on comparison to the CHAOS field model, Timestamp for SV, GVO Core
Field Secular Variation (SV) Estimate (nT/yr) derived from annual differences
of the GVO estimate of Core field, and Error estimates for Core field SV GVO
(nT/yr) again based on comparisons with the CHAOS field model.

To illustrate the GVO secular variation time series, Figure 2.2 presents com-
posite GVO time series for the radial, southward and eastward field components,
mapped from their nominal altitude to 700 km using the CHAOS-7.2 field model
in order to aid visualization.

Table 2.1 below presents for comparison the start time, end time, altitude, num-
ber of GVOs, data cadence, and mean estimated uncertainties for the observed field
and core field GVOs from Swarm, CHAMP and Cryosat-2.

http://www.spacecenter.dk/files/magnetic-models/GVO/GVO_data_SWARM.zip
http://www.spacecenter.dk/files/magnetic-models/GVO/GVO_data_CHAMP.zip
http://www.spacecenter.dk/files/magnetic-models/GVO/GVO_data_CRYOSAT2.zip
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Figure 2.2: Composite GVO time-series of 4-monthly values of dBr/dt (top),
dBθ/dt (middle) and dBφ/dt (bottom) from CHAMP, Cryosat-2 and Swarm. For
visualization this has been mapped to a common altitude of 700 km.
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Table 2.1: Characteristics of GVO datasets from Swarm, CHAMP and Cryosat-
2. σObs denotes the mean over all GVO locations of the estimated uncertainties on
the observed field GVOs, derived from their misfit to the contributing satellite data,
σS V denotes the mean over all GVO locations of the supplied uncertainties on the
core field SV, derived using comparisons to the CHAOS-7 field model.

Start End Altitude GVOs Cadence σObs
Br

σObs
Bθ

σObs
Bφ

σS V
Br

σS V
Bθ

σS V
Bφ

date date [km] [months] [nT] [nT] [nT] [nT/yr] [nT/yr] [nT/yr]
Swarm 2013.12.15 2020.03.15 490 300 1 4.17 7.18 6.92 1.62 1.66 1.32
Swarm 2014.03.01 2020.03.01 490 300 4 1.77 3.35 2.77 1.27 1.41 2.28

CHAMP 2000.08.15 2010.09.15 370 300 1 5.13 8.33 7.69 4.53 5.38 6.50
CHAMP 2001.03.01 2010.07.01 470 300 4 2.30 3.87 3.02 2.11 1.81 1.79

Cryosat-2 2010.07.01 2018.11.01 727 300 4 4.47 6.47 5.20 3.49 4.00 3.04

2.1.3 An update of the CHAOS field model and delivery of related
datasets

The CHAOS (CHAMP, Ørsted, and Swarm) geomagnetic field model (Olsen et al,
2006, 2014; Finlay et al, 2020) is a time-dependent spherical harmonic model of
the near-Earth geomagnetic field that aims to represent the internal field to high res-
olution in space and time. It has been developed at DTU over the past 15 years and
is fitted directly to satellite data in the magnetometer frame, using vector field data
(and along and cross track field differences) at non-polar latitudes and scalar data
(and along and cross track differences) at polar latitudes, using data from dark and
geomagnetically quiet time and co-estimating near-Earth magnetospheric sources.
With support in part from the 4D Earth project it has recently been updated to
CHAOS-7 using data the latest Swarm dta, as well as platform magnetometer from
the Cryosat-2 mission whose use was made possible by co-estimating magnetome-
ter calibration parameters (Finlay et al, 2020).

2.1.4 Satellite data

Here we provide details of the satellite data used to derive the latest update of the
CHAOS model, CHAOS-7.3. These have been extracted for delivery as part of
the 4D Earth project. Histograms showing the various data sets contributing to
CHAOS-7.3 are presented in Fig. 2.3.

Table 2.2: Characteristics of CHAOS-7.3 satellite datasets, vector field.
rms misfit, CHAOS-7.3

Start End Mean Altitude No. triples Br Bθ Bφ
date date [km] [nT] [nT] [nT]

Ørsted 1999.03.16 2005.12.06 756 48109 4.03 4.68 4.76
CHAMP 2000.07.27 2010.09.03 357 227145 1.71 2.35 1.95

Cryosat-2 2010.08.01 2014.12.27 728 71151 4.98 6.00 6.67
Swarm A,B,C 2013.11.26 2020.07.20 473 197443 1.49 3.16 1.96



2.1. GEOMAGNETIC DATASETS (D-B.1) 23

1996 2000 2004 2008 2012 2016 2020
0

5000

10000

15000

20000

25000

N
um

be
r 

of
 d

at
a 

pe
r 

4 
m

on
th

s

Vector data
Observatories
CHAMP
CryoSat-2

Oersted
SAC-C
Swarm-A

Swarm-AC
Swarm-B
Swarm-C

1996 2000 2004 2008 2012 2016 2020
0

5000

10000

15000

20000

25000

Scalar data

1996 2000 2004 2008 2012 2016 2020
Year

0

5000

10000

15000

20000

N
um

be
r 

of
 d

at
a 

pe
r 

4 
m

on
th

s

Vector gradient data

1996 2000 2004 2008 2012 2016 2020
Year

0

10000

20000

30000

40000

Scalar gradient data

Figure 2.3: Histograms showing number of data of difference types used to con-
struct the CHAOS-7.3 geomagnetic field model.

Table 2.3: Characteristics of CHAOS-7.3 satellite datasets, scalar field.
rms misfit, CHAOS-7.3

Start End Mean Altitude No. triples F
date date [km] [nT]

Ørsted 1999.03.15 2013.06.25 750 352232 2.23
CHAMP 2000.07.27 2010.09.03 357 227145 1.71

SAC-C 2001.01.23 2004.12.03 711 76104 2.96
Cryosat-2 2010.08.01 2014.12.30 726 48679 7.66

Swarm A,B,C 2013.11.26 2019.12.31 474 80190 3.42

A .zip file containing the various satellite data used in building CHAOS-7.3,
labelled by data mission and type is available at:

http://www.spacecenter.dk/files/magnetic-models/CHAOS-7/CHAOS-7_3_data.zip

2.1.5 Ground observatory data

Here we provide brief details of the ground observatory data set used in CHAOS-
7.3, that has also been extracted and delivered as part of the 4D Earth project.

http://www.spacecenter.dk/files/magnetic-models/CHAOS-7/CHAOS-7_3_data.zip
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Annual differences of revised observatory monthly means (Olsen et al, 2014)
for the time interval January 1997 to July 2020 were used to provide additional
constraints on the secular variation. Revised monthly means were derived from
the hourly mean values at the 183 observatories shown in Fig. 2.4 (including 11
with minor site changes during the considered time interval) which were checked
for trends, spikes and other errors (Macmillan and Olsen, 2013). Monthly means
were calculated by a robust method based on Huber weights (Huber, 2004), from
all local times at all latitudes. We removed estimates of the ionospheric (plus in-
duced) field as predicted by the CM4 model (Sabaka et al, 2004) and the large-
scale magnetospheric (plus induced) field, predicted by a preliminary field model,
CHAOS-7.2.

A .zip file containing the ground observatory revised monthly mean data as
used to build CHAOS-7.3 has been made available at:

http://www.spacecenter.dk/files/magnetic-models/GOBS/GO_V33_1monthly.zip

A version of the ground observatory data, based on the same hourly mean data
but with revised means computed over 4 month windows is available at:

http://www.spacecenter.dk/files/magnetic-models/GOBS/GO_V33_4monthly.zip

Finally a version of the ground observatory data, based on the same hourly
mean data but computing simple annual means to allow comparison with historical
observatory annual means, is available at:

http://www.spacecenter.dk/files/magnetic-models/GOBS/GO_V33_1yr.zip

Examples of one monthly revised monthly means, with the CHAOS-7.3 model
shown for reference are presented in Fig. 2.5.

http://www.spacecenter.dk/files/magnetic-models/GOBS/GO_V33_1monthly.zip
http://www.spacecenter.dk/files/magnetic-models/GOBS/GO_V33_4monthly.zip
http://www.spacecenter.dk/files/magnetic-models/GOBS/GO_V33_1yr.zip
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Figure 2.4: Map showing positions of ground observatories. IAGA codes for the
stations are: AAA0, AAE1, ABG0, ABG1, ABK0, AIA0, ALE0, AMS0, AMT0
, API0 , API2, AQU0, ARS0, ASC0, ASP0, BDV0, BEL0, BFE0, BFO0, BGY1,
BJN1, BLC0, BMT1, BNG0, BOU0, BOX0, BRW0, BSL0, BSL1, CBB0, CBI0,
CDP0, CDP2, CKI0, CLF0, CMO3, CNB0, CNH3, COI0, CPL0, CSY0, CSY1,
CTA0, CTS0, CYG0, CZT0, DED0, DLR0, DLT0, DOB1, DOU0, DRV0, EBR0,
ELT0, ESA0, ESK0, EYR0, FCC0, FRD0, FRN0, FUQ0, FUR0, GAN0, GCK0,
GDH2, GLM0, GNA0, GNG0, GUA0, GUI0, GUI3, GZH2, HAD0, HBK0,
HER0, HLP0, HON3, HRB0, HRN0, HTY0, HUA0, HYB0, IPM0, IQA0, IQA1,
IRT2, IZN0, JAI0, JCO0, KAK0, KDU0, KEP0, KHB0, KIR0, KIV2, KMH0,
KMH1, KNY0, KNZ0, KOU0, KSH0, KSH1, LER0, LIV0, LMM0, LNP0, LON0,
LOV0, LRM0, LRV0, LVV2, LYC0, LZH1, MAB0, MAW0, MBO0, MCQ0,
MEA0, MGD0, MIZ0, MMB0, MNK0, MOS0, MZL0, NAQ0, NCK0, NEW0,
NGK0, NGP1, NMP1, NUR0, NVS0, OTT0, PAF2, PAG0, PBQ0, PEG2, PET2,
PHU0, PHU1, PIL0, PND0, PPT0, PST0, QGZ1, QIX0, QIX1, QSB0, QZH0,
RES0, SBA0, SBL0, SFS2, SHE0, SHL0, SHU0, SIL0, SIT2, SJG2, SOD3, SPT0,
SSH0, STJ0, SUA0, SUA, TAM0, TAN0, TDC0, TEO0, TFS0, THJ0, THL0,
THY0, TIR0, TIR1, TND0, TRO0 , TRW0, TSU0, TUC2, UJJ0, UPS0, VAL0,
VIC0, VNA0, VSK0, VSK1, VSS0, WHN0, WIC0, WIK0, WNG0, YAK1, YKC2.
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Figure 2.5: Fit of the CHAOS-7.3 model (red line) to secular variation data, annual
differences of revised monthly means (black dots), at example ground observato-
ries.
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2.1.6 The CHAOS-7.3 model

The CHAOS-7.3 model was derived in August 2020 using the modelling approach
as for CHAOS-7 (Finlay et al, 2020) but with updated Swarm and ground obser-
vatory data and slightly increased regularization of time-dependent core field and
much stronger regularization of the Cryosat-2 s1 magnetometer sensitivities. De-
tails of the model parameterization is given in Table 2.4.

Table 2.4: Summary of parameters defining the model setup in CHAOS-7.3.
Setup Parameter Description

Ntdep Maximum SH degree of time-dependent internal field 20
J Order of B-Splines 6

∆tk B-spline knot spacing 0.5 yr
tstart Start time of spline basis 1997.1
tend End time of spline basis 2021.1
Nint Maximum SH degree of static internal field 185
NSM Maximum SH degree of SM external field 2

∆TSM1 Bin size for degree 1 SM offsets 30 days
NGSM Maximum SH degree of GSM external field 2 (only m = 0 terms)

∆TEuler Bin size for Euler angle determination 10 days
∆TCAL Bin size for calibration parameters 21 days

The time-dependent internal field part of CHAOS-7.3 model has been archived
in .mat, .shc and in spline coefficient formats at:

http://www.spacecenter.dk/files/magnetic-models/CHAOS-7/CHAOS-7.3.mat
http://www.spacecenter.dk/files/magnetic-models/CHAOS-7/CHAOS-7.3_core.shc
http://www.spacecenter.dk/files/magnetic-models/CHAOS-7/CHAOS-7.3_spline-coefficients.dat

The latest version of the chaosmagpy python forward package, that can be used
to evaluate CHAOS-7.3, is available from

https://pypi.org/project/chaosmagpy/

Fig. 2.6 below shows maps of the radial component of the magnetic field, and
its first and second time-derivatives (the secular variation and secular acceleration)
downward continued to the core-mantle boundary in 2020.0. Note the enhanced
amplitudes of secular variation and secular acceleration at low latitudes and in
the northern polar region. Fig. 2.7 presents time series of the secular variations
of selected spherical harmonic coefficients, along with two other recent models
constructed with different modelling methods, CM6 (Sabaka et al, 2020) and model
MCO_SHA_2Y, an early model derived using the approach of Ropp et al (2020).

http://www.spacecenter.dk/files/magnetic-models/CHAOS-7/CHAOS-7.3.mat
http://www.spacecenter.dk/files/magnetic-models/CHAOS-7/CHAOS-7.3_core.shc 
http://www.spacecenter.dk/files/magnetic-models/CHAOS-7/CHAOS-7.3_spline-coefficients.dat
https://pypi.org/project/chaosmagpy/
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Figure 2.6: Maps from CHAOS-7.3 of the radial magnetic field (MF, top row),
its first time derivative (SV, middle row) and second time derivative (SA, bottom
row) at the core-mantle boundary in 2020.0, Truncation degrees are 13, 17 and 15
respectively for the MF, SV and SA.
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Figure 2.7: Time-dependence of example spherical harmonic coefficients of the in-
ternal field SV from CHAOS-7.3 (solid red line). Also shown are the CM6 model
of Sabaka et al (2020)(blue line) and model MCO_SHA_2Y, an early model de-
rived using the approach of Ropp et al (2020) (green line). Top two rows are zonal
coefficients, bottom two rows are sectoral coefficients, middle two rows are tesseral
coefficients.
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2.1.7 Summary

This report has described initial deliveries for the 4D Deep Earth:Core project of
GVO datasets from Swarm, CHAMP and Cryosat-2, constructed using identical
processing schemes; an update of the CHAOS field model to version 7.3 using
the latest Swarm and ground observatory data, and related satellite and ground
observatory datasets. These constitute delivery D-B.1 by DTU.

Links to all the datafiles described above will be available on the 4D Earth
webpage:

https://4d-earth-swarm.univ-grenoble-alpes.fr/
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2.2 Long time series of outputs from a geodynamo model
approaching Earth’s core conditions
4DEarth_Swarm_Core ESA project deliverable D-C.1

J. Aubert
IPG Paris

2.2.1 General description

This document refers to publicly available output data from a geodynamo simula-
tion that approaches closely to the physical conditions of Earth’s core. In the model
parameter space, this model is part of a series that defines a path connecting the
conditions where classical dynamo models are found to those of the Earth’s core.
The theoretical definition of this path may be found in Aubert et al (2017), and the
model described here is located at 71% of this path (path parameter ε = 10−5). The
outputs that are made available here consist in coefficients describing the poloidal
magnetic field outside the core, the diffusive part of the poloidal magnetic field
temporal rate-of-change (the secular variation), and the coefficients describing the
velocity field at the core surface. The model operates with stress-free boundary
conditions, which implies that Ekman boundary layers are not described and that
the core surface directly corresponds to the free stream. Table 2.5 lists the key time
scales and associated dimensionless numbers of this model together with those ex-
pected at Earth’s core conditions.

From the dimensionless outputs of the numerical model, the values of the ve-
locity and magnetic field coefficients presented in the data file are already scaled
to dimensional values, in nanoteslas for the magnetic field, nanoteslas per year for
the diffusive part of the secular variation, and kilometers per year for the velocity
field. Here I mention some details for the re-scaling procedure that has been ap-
plied. Re-scaling can be done in a completely self-consistent manner only once the
model conditions reach those of the Earth’s core. The path theory serves to rescale
these quantities in a way that rationalizes the gap that still exists between those two
conditions (Aubert, 2018, 2020). For the time series presented here, the time basis
is provided by the choice of the magnetic diffusivity η in table 2.5. From there and
the value of the magnetic Reynolds number Rm immediately follow the determi-
nation of the core overturn time τU involving the root-mean-squared flow velocity
U in the shell and the re-scaling of the velocity field. The value of the Lundquist
number gives access to the Alfvén time τA, which however differs from its target
Earth value as we are not yet at the end of the path. The r.m.s dimensional mag-
netic field amplitude B can therefore be obtained by considering that the density
ρ of the simulated fluid shell is (5.8/2)2 time stronger than its Earth counterpart
ρ = 11000 kg/m3, this former factor accounting for the differences in the model
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Quantity Definition 71% of path model Earth’s core
Earth radius a 6371.2 km 6371.2 km
core surface radius ro 3485 km 3485 km
outer core thickness D 2260 km 2260 km
magnetic diffusivity η 1.2 m2/s ≈ 1.2 m2/s
magnetic diffusion time τη = D2/η 135000 yr ≈ 135000 yr
planetary rotation period 2πτΩ = 2π/Ω 12 days 1 day
Alfvén time τA =

√
ρµD/B 5.8 yr ≈ 2 yr

1D Alfvén speed D/
√

3τA 225 km/yr ≈ 650 km/yr
core overturn time τU = D/U 118 yr ≈ 120 yr
1D convective speed D/

√
3τU 11 km/yr ≈ 11 km/yr

Magnetic Ekman number E/Pm = τΩ/τη 3.8 10−8 ≈ 3.2 10−9

Magnetic Reynolds number Rm = τη/τU 1140 ≈ 1100
Lundquist number S = τη/τA 23300 ≈ 68000

Table 2.5: Key parameters for the model, presented together with their model val-
ues and values expected at Earth’s core conditions. B and U are root-mean-squared
amplitudes of the magnetic field inside the simulated core.

and Earth Alfvén times.

Figure 2.8 presents temporal sequences of the core-mantle boundary secular
acceleration energy (as defined in Aubert, 2018) and Earth-surface jerk energy (as
defined in Aubert and Finlay, 2019). The sequence contained in the data files starts
at timestamp 4200 years. The preceding temporal sequence is not proposed as it
contains a number of changes in model resolution, output resolution, time step that
have followed from the need to tackle numerical instabilities and from discussions
within the consortium, which make this earlier part of the model unsuitable for
public release. The duration of the released sequence is currently 8811.3 years.
The numerical time step used for the computation is 0.3 hours. Outputs have been
recorded at a sampling rate of 30 hours. The sampling rate selected for public
release is 0.2 years. The consortium is free to discuss whether a faster delivery
sampling rate is needed, but it should be kept in mind that this comes at the cost
of file size. Furthermore, we have previously shown (Aubert, 2018) that the signal
contains almost no energy at periods shorter than the planetary rotation period
2πτΩ = 283 hours = 11.8 days = 0.03 years. The time stamps for notable jerk
events are reported in table 2.6.

2.2.2 Data format and description

The file format is MATLAB .mat.
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Figure 2.8: Core-mantle boundary (CMB) secular acceleration energy (top) and
Earth-surface jerk energy (bottom), as functions of the dimensional simulation
time. See Aubert (2018); Aubert and Finlay (2019) for definitions. The outputs
have been truncated here at spherical harmonic degree and order 13 (which is the
minimum spatial resolution for outputs of the whole sequence), but the publicly
available outputs are supplied up to a higher spherical harmonic resolution of 30.
The colored bands above the graphs locate notable events in the simulation con-
cerning the nature and maximum spherical harmonic degree of outputs (pink/red),
the native spherical harmonic degree `max of the computation (blue/cyan), the com-
putation time step values (green) and encountered instabilities thereof (brown).
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Jerk No. timestamp (years)
1 4600
2 5750
5 6490
6 7300
7 7620
8 7840
9 8880
10 9673
11 10590
12 12620

Table 2.6: Approximate timestamps for notable jerks in the publicly available part
of the sequence.

2.2.3 Magnetic field coefficients

To describe the magnetic field at and above the core surface, we adopt the classical
Gauss coefficient description for the magnetic field. Denoting the colatitude as θ
and the Greenwich-centered longitude as ϕ, the poloidal field at a radius r above
the core-mantle boundary may be written

Bp(r, θ, ϕ, t) = −∇V (2.1)

where

V(r, θ, ϕ, t) = a
30∑
l=1

(a
r

)l+1 l∑
m=0

[
gm

l (t) cos mϕ + hm
l (t) sin mϕ

]
Pm

l (cos θ). (2.2)

Here t is time, a = 6371.2 km is Earth’s magnetic radius of reference, Pm
l is the

Schmidt-seminormalised Legendre function of degree l and order m.

The file gauss_Bsurf.mat comprises the dimensional timestamp vector
timers containing the discrete values of t and an array gnm containing the co-
efficients gm

l (t), hm
l (t) arranged according to:
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gnm(:, 1) = g0
1(t)

gnm(:, 2) = g1
1(t)

gnm(:, 3) = h1
1(t)

gnm(:, 4) = g0
2(t)

gnm(:, 5) = g1
2(t)

gnm(:, 6) = h1
2(t)

gnm(:, 7) = g2
2(t)

gnm(:, 8) = h2
2(t)

...

gnm(:, 959) = g30
30(t)

gnm(:, 960) = h30
30(t)

Note that the sinus coefficients corresponding to m = 0 are not stored as they vanish
identically. There are therefore 960 coefficients corresponding to a description of
the output up to spherical harmonic degree and order 30. The core surface poloidal
magnetic field is then obtained by setting r to ro = 3485 km in equation (2.2).

In file gauss_Magdiff.mat the Gauss coefficients corresponding to the diffu-
sive part η∇2Bp of the secular variation ∂Bp/∂t below the core surface are encoded
in the variable dgnm together with the time stamp timers. The advective part of
the secular variation can then be obtained by taking the centered finite differences
of variable gnm from file gauss_Bsurf.mat and subtracting dgnm to the result.
The magnetic diffusion obviously does only make sense at the core surface i.e. by
setting r to ro = 3485 km in equation (2.2), but its representation in terms of the
same Gauss coefficients as those used for the poloidal field allows to quickly ap-
prehend its contribution to the total secular variation, and also to quickly convert
the output to a radial magnetic field, which is the representation that is usually
preferred to cast the magnetic induction equation at the core surface.

2.2.4 Velocity field coefficients

The core surface velocity field coefficients are described using the spheroidal-
toroidal formalism. The θ and ϕ components of the core surface velocity vector
u are written

u =


uθ =

1
sin θ

∂T
∂ϕ

+
∂S
∂θ

uϕ = −
∂T
∂θ

+
1

sin θ
∂S
∂ϕ

 (2.3)
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The spectral decomposition of T , S obeys

T =

30∑
l=1

l∑
m=0

[
tcm

l (t) cos mϕ + tsm
l (t) sin mϕ

]
Pm

l (cos θ) (2.4)

S =

30∑
l=1

l∑
m=0

[
scm

l (t) cos mϕ + ssm
l (t) sin mϕ

]
Pm

l (cos θ) (2.5)

The file gauss_Vsurf.mat contains the timestamp timers together with two
arrays tnm and snm where the coefficients tcm

l ,tsm
l and scm

l ,ssm
l are respectively

stored. The ordering follows that of the magnetic field Gauss coefficients i.e.

tnm(:, 1) = tc0
1(t)

tnm(:, 2) = tc1
1(t)

tnm(:, 3) = ts1
1(t)

tnm(:, 4) = tc0
2(t)

tnm(:, 5) = tc1
2(t)

tnm(:, 6) = ts1
2(t)

tnm(:, 7) = tc2
2(t)

tnm(:, 8) = ts2
2(t)

...

tnm(:, 959) = tc30
30(t)

tnm(:, 960) = ts30
30(t)

Note that the sinus coefficients corresponding to m = 0 are not stored as they
vanish identically. As for the magnetic field coefficients above there are 960 coef-
ficients for each scalar, corresponding to a description of the output up to spherical
harmonic degree and order 30.

Links to all the datafiles described above will be available on the 4D Earth
webpage:

https://4d-earth-swarm.univ-grenoble-alpes.fr/
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2.3 A catalogue of simulated jerks from a geodynamo
model approaching Earth’s core conditions
4DEarth_Swarm_Core ESA project deliverable D-E.1

J. Aubert
IPG Paris

2.3.1 General description

This document refers to publicly available output data from a geodynamo simula-
tion that approaches closely to the physical conditions of Earth’s core. In the model
parameter space, this model is part of a series that defines a path connecting the
conditions where classical dynamo models are found to those of the Earth’s core.
The theoretical definition of this path may be found in Aubert et al (2017), and the
model described here is located at 71% of this path (path parameter ε = 10−5). This
model is fully described in Aubert and Gillet (2021). Table 2.7 lists the key time
scales and associated dimensionless numbers of this model together with those ex-
pected at Earth’s core conditions.

From the dimensionless outputs of the numerical model, the provided data files
are already scaled to dimensional values. Here I mention some details for the re-
scaling procedure that has been applied. Re-scaling can be done in a completely
self-consistent manner only once the model conditions reach those of the Earth’s
core. The path theory serves to rescale these quantities in a way that rationalizes
the gap that still exists between those two conditions (Aubert, 2018, 2020). For
the time series presented here, the time basis is provided by the choice of the mag-
netic diffusivity η in table 2.7. From there and the value of the magnetic Reynolds
number Rm immediately follow the determination of the core overturn time τU in-
volving the root-mean-squared flow velocity U in the shell and the re-scaling of the
velocity field. The value of the Lundquist number gives access to the Alfvén time
τA, which however differs from its target Earth value as we are not yet at the end
of the path. The r.m.s dimensional magnetic field amplitude B can therefore be ob-
tained by considering that the density ρ of the simulated fluid shell is (5.8/2)2 time
stronger than its Earth counterpart ρ = 11000 kg/m3, this former factor account-
ing for the differences in the model and Earth Alfvén times. Finally, the density
anomaly field is rescaled following Aubert and Gillet (2021), by expressing the di-
mensionless field in units of ρΩη/goD (where go is the gravity at the core surface),
and multiplying the result with Earth’s core dimensional estimate for ρΩη/goD
obtained with go = 10 m/s2, ρ = 11000 kg/m3 and the other values from Table
2.7.

Figure 2.9 presents temporal sequences of the core-mantle boundary secular
acceleration energy (as defined in Aubert, 2018) and Earth-surface jerk energy (as
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Quantity Definition 71% of path model Earth’s core
Earth radius a 6371.2 km 6371.2 km
core surface radius ro 3485 km 3485 km
outer core thickness D 2260 km 2260 km
magnetic diffusivity η 1.2 m2/s ≈ 1.2 m2/s
magnetic diffusion time τη = D2/η 135000 yr ≈ 135000 yr
planetary rotation period 2πτΩ = 2π/Ω 12 days 1 day
Alfvén time τA =

√
ρµD/B 5.8 yr ≈ 2 yr

1D Alfvén speed D/
√

3τA 225 km/yr ≈ 650 km/yr
core overturn time τU = D/U 118 yr ≈ 120 yr
1D convective speed D/

√
3τU 11 km/yr ≈ 11 km/yr

Magnetic Ekman number E/Pm = τΩ/τη 3.8 10−8 ≈ 3.2 10−9

Magnetic Reynolds number Rm = τη/τU 1140 ≈ 1100
Lundquist number S = τη/τA 23300 ≈ 68000

Table 2.7: Key parameters for the model, presented together with their model val-
ues and values expected at Earth’s core conditions. B and U are root-mean-squared
amplitudes of the magnetic field inside the simulated core.

defined in Aubert and Finlay, 2019). The outputs that are made available here
specifically focus on the 14 simulated geomagnetic jerk events marked with ar-
rows in Figure 2.9. These ouputs first consist in high-resolution time series of the
coefficents describing the poloidal magnetic field outside the core and the velocity
field at the core surface. The time series cover a few decades before and after the
approximate timestamps of jerks presented in Table 2.8. Their temporal resolution
is set to 0.05 years i.e. four times finer than the long time series covering the entire
sequence that were previously provided in deliverable D-C.1. The model operates
with stress-free boundary conditions, which implies that Ekman boundary layers
are not described and that the core surface directly corresponds to the free stream.
For each jerk event, a collection of movies representing these time series is also
provided. Finally, full three-dimensional states of the simulation at selected times
are provided for a selection of jerks.

2.3.2 Data format and description

2.3.3 Magnetic field coefficients

To describe the magnetic field at and above the core surface, we adopt the classical
Gauss coefficient description for the magnetic field. Denoting the colatitude as θ
and the Greenwich-centered longitude as ϕ, the poloidal field at a radius r above
the core-mantle boundary may be written

Bp(r, θ, ϕ, t) = −∇V (2.6)
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Figure 2.9: Core-mantle boundary (CMB) secular acceleration energy (top) and
Earth-surface jerk energy (bottom), as functions of the dimensional simulation
time. See Aubert (2018); Aubert and Finlay (2019) for definitions. Following
these references, the outputs on this figure have been truncated at spherical har-
monic degree and order 13, but the publicly available outputs are supplied up to a
higher spherical harmonic resolution of 30.

Jerk No. timestamp (years) Jerk No. timestamp (years)
1 4600 8 7840
2 5750 9 8880
3 2920 10 9673
4 1915 11 10590
5 6490 12 12620
6 7300 13 13411
7 7620 14 13546

Table 2.8: Approximate timestamps for simulated jerks in the catalog.
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where

V(r, θ, ϕ, t) = a
30∑
l=1

(a
r

)l+1 l∑
m=0

[
gm

l (t) cos mϕ + hm
l (t) sin mϕ

]
Pm

l (cos θ). (2.7)

Here t is time, a = 6371.2 km is Earth’s magnetic radius of reference, Pm
l is the

Schmidt-seminormalised Legendre function of degree l and order m.
For each jerk event, the file Gauss_Bsurf.mat (MATLAB data format) com-

prises the dimensional timestamp vector timers (in years) containing the discrete
values of t and an array gnm containing the coefficients gm

l (t), hm
l (t) (in nanoteslas)

arranged according to:

gnm(:, 1) = g0
1(t)

gnm(:, 2) = g1
1(t)

gnm(:, 3) = h1
1(t)

gnm(:, 4) = g0
2(t)

gnm(:, 5) = g1
2(t)

gnm(:, 6) = h1
2(t)

gnm(:, 7) = g2
2(t)

gnm(:, 8) = h2
2(t)

...

gnm(:, 959) = g30
30(t)

gnm(:, 960) = h30
30(t)

Note that the sinus coefficients corresponding to m = 0 are not stored as they vanish
identically. There are therefore 960 coefficients corresponding to a description of
the output up to spherical harmonic degree and order 30. The core surface poloidal
magnetic field is then obtained by setting r to ro = 3485 km in equation (2.7).

2.3.4 Velocity field coefficients

The core surface velocity field coefficients are described using the spheroidal-
toroidal formalism. The θ and ϕ components of the core surface velocity vector
u are written

u =


uθ =

1
sin θ

∂T
∂ϕ

+
∂S
∂θ

uϕ = −
∂T
∂θ

+
1

sin θ
∂S
∂ϕ

 (2.8)
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The spectral decomposition of T , S obeys

T =

30∑
l=1

l∑
m=0

[
tcm

l (t) cos mϕ + tsm
l (t) sin mϕ

]
Pm

l (cos θ) (2.9)

S =

30∑
l=1

l∑
m=0

[
scm

l (t) cos mϕ + ssm
l (t) sin mϕ

]
Pm

l (cos θ) (2.10)

For each jerk event, the file Gauss_Vsurf.mat (MATLAB data format) contains the
timestamp timers (in years) together with two arrays tnm and snm (in km.rad/yr)
where the coefficients tcm

l ,tsm
l and scm

l ,ssm
l are respectively stored. The ordering

follows that of the magnetic field Gauss coefficients i.e.

tnm(:, 1) = tc0
1(t)

tnm(:, 2) = tc1
1(t)

tnm(:, 3) = ts1
1(t)

tnm(:, 4) = tc0
2(t)

tnm(:, 5) = tc1
2(t)

tnm(:, 6) = ts1
2(t)

tnm(:, 7) = tc2
2(t)

tnm(:, 8) = ts2
2(t)

...

tnm(:, 959) = tc30
30(t)

tnm(:, 960) = ts30
30(t)

Note that the sinus coefficients corresponding to m = 0 are not stored as they
vanish identically. As for the magnetic field coefficients above there are 960 coef-
ficients for each scalar, corresponding to a description of the output up to spherical
harmonic degree and order 30.

2.3.5 Movies

For each jerk event, a .zip archive is provided that contains the following mp4
movie files:

• Brcmb.mov and Brcmb13.mov: core surface radial magnetic field (in mT),
respectively at native (up to spherical harmonic degree 170) and truncated
(up to spherical harmonic degree 13) resolutions,

• Vpcmb.mov: core surface azimuthal velocity field (in km/yr) at native reso-
lution,

• dVcmb.mov: core surface azimuthal velocity acceleration (in km/yr2) at na-
tive resolution,
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• SVcmb.mov: core surface radial secular variation (first time derivative of the
magnetic field, in µT/yr) up to spherical harmonic degree 13,

• SAcmb.mov and SAsurf.mov: core surface and Earth surface radial secular
acceleration (second time derivative of the magnetic field, in nT/yr2) up to
spherical harmonic degree 13.

2.3.6 Full three-dimensional states

For jerks 1,3 and 9, two states of the simulations at native spatial resolution
are provided as (very large) binary files Gt1 and Gt2. The two states are
closely spaced in time such that a time derivative can be reliably computed. The
states can be loaded into computer memory by using the provided matlab script
parodyload_scaled.m.

Once loaded, the following variables are present in MATLAB memory:

• the dimensional timestamp timers (in years),

• the numbers of grid points nr=1248 in radius, nt=256 in latitude and
np=512 in longitude, with longitude np=1 referring to 180 degrees East in
the Pacific.

• the vectors r(1:nr) of radii within the outer core (in km), theta(1:nt) of
latitudes and phi(1:np) of longitudes (both in radians) defining the spheri-
cal coordinate frame,

• the three (1:np,1:nt,1:nr) arrays Vr,Vt,Vp of the outer core velocity
field components (in km/yr),

• the three (1:np,1:nt,1:nr) arrays Br,Bt,Bp of the outer core magnetic
field components (in mT),

• the (1:np,1:nt,1:nr) array T of the outer core scalar density anomaly
field (in kg/m3).
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2.4 Re-analysis of magnetic data under spatio-temporal
dynamo constraints
4DEarth_Swarm_Core ESA project deliverables D-D.1 and R-D.1

N. Gillet, M. Istas, T. Schwaiger
ISTerre Grenoble

2.4.1 Introduction

The core surface flow re-analyses presented below are based on the inversion
scheme developed by Gillet et al (2019), namely an augmented state ensemble
Kalman filter. This algorithm has been implemented into the pygeodyn soft-
ware (Huder et al, 2019). The forward model is based on spatio-temporal cross-
covariances (extracted from geodynamo data series) of the flow, the radial magnetic
field, and the unresolved induction at the core surface. It consists of a multivariate
auto-regressive model of order 1 (AR-1). At each epoch t, these quantities are de-
scribed through vectors (respectively u(t), b(t) and e(t)) that contain the spherical
harmonic representation of the fields. The main modifications, in comparison to
previously published re-analyses, are the following:

• We consider here a priori cross-covariances from the 71%-path dynamo
(Aubert and Gillet, 2021, see D-C.1 data products), which improves the time-
scale separation between the turn-over time and the Alfvén time in compar-
ison of the 50%-path dynamo that was previously available (Aubert et al,
2017).

• The re-analysis step of the Kalman filter used into pygeodyn has been im-
proved, in particular the estimation of the forecast covariance matrix for the
magnetic field. This point, particularly important when re-analyzing GVO
data, is addressed in section §2.4.2.

• We consider several sets of magnetic data that allow a reanalysis until 2020:
Gauss coefficients data from the COV-OBS-x2 (Huder et al, 2020) and
CHAOS-7 (Finlay et al, 2020) field models, and GVO data (Hammer et al,
2021) – see also the D-B.1 data products.

On the one hand, a preliminary analysis of the resulting core flow models is
provided in section §2.4.4. It shows hints for propagating flow patterns at sub-
decadal periods, which may be interpreted in the framework of QG Alfvén waves
of of QG-MC modes. Flow models derived from geomagnetic field models are
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delivered at

https://geodyn.univ-grenoble-alpes.fr/

On the other hand, the reanalysis of GVO data lead us to face an unpredicted
difficulty. There remains unmodelled signals that leak into the core field model.
We suspect these are mainly from ionospheric origin (i.e. internal to the satellite
orbits). Simple pre-processing (filtering) is apparently not enough to erase them.
This point is illustrated in section §2.4.3, and we propose a strategy to face this
difficulty. We highlight that this issue constitutes a timely research area, as inter-
annual ionospheric field changes are not well documented or understood yet.

Both the inversion of Gauss coefficient field models and of GVO data call for
a better handling of some unmodelled signals at interannual time-scales. More
detailed analyses of these results will lead to collaborative publications involving
colleagues from DTU and IPGP.

2.4.2 Improvements of the core flow inversion scheme

We use the notations x = E [x] for the statistical expectation and Pxx = E
[
δxδxT

]
for the cross-covariance matrix, with δx = x − x.

In the pygeodyn software the analysis is performed in 2 steps, first on main
field (MF) data to get the Gauss coefficients, then on secular variation (SV) data to
get the augmented state (flow and errors of representativeness). So far for the first
analysis we considered as the forecast covariance matrix P f

bb = E
[
δb f δb f T ]

the
cross-covariance matrix P∗bb obtained from the entire series of available dynamo
states (see Gillet et al, 2019). This behaves nicely when using Gauss coefficient
data (Barrois et al, 2017), but we noticed that it allows a too large variability at
the analysis step when using instead GVO data, inducing strong time changes in
the analysed field ba when the amount of observational constraints varies through
time. This calls for improvements to be brought to the pygeodyn software.

We discretise the induction equation between two epochs using an Euler
scheme:

bt+∆t = bt + ∆t (Atut + et) , (2.11)

where At depends on bt. If the flow is projected onto principle components (PC),
it writes ut = u0 + Svt, with u0 the background flow and vt the PC representation
of the flow. Then equation (2.11) becomes

bt+∆t = bt + ∆t
(
Atu0 + Ãtvt + et

)
, (2.12)

with Ãt = AtS. We consider N epochs between two analyses (∆ta = N∆t), so that

bta+∆ta = bta + ∆t
N∑

i=1

(
Atiu0 + Ãtivti + eti

)
, (2.13)
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with ti = ta + (i − 1)∆t. We look for P f
bb(ta + ∆ta) = E

[
δbta+∆taδbT

ta+∆ta

]
. For the

expectation term we make the approximation

Atut ' Atut = Atu0 + Ãtvt , (2.14)

i.e. most of the variability comes from the flow (in comparison with the magnetic
field that is best constrained and varies less with time), so that

bta+∆ta = bta + ∆t
N∑

i=1

(
Atiu0 + Ãtivti + eti

)
, (2.15)

and

P f
bb(ta + ∆ta) = E


δbta + ∆t

N∑
i=1

(
Ãtiδvti + δeti

)
δbta + ∆t

N∑
i=1

(
Ãtiδvti + δeti

)
T  .(2.16)

Considering deviations in bta , e and u as independent we then obtain

P f
bb(ta + ∆ta) = Pa

bb(ta) + ∆t2
N∑

i=1

N∑
j=1

(
Ãti E

[
δvtiδv

T
t j

]
ÃT

t j
+ E

[
δetiδe

T
t j

])
, (2.17)

with Pa
xx = E

[
δxa

taδx
a
ta

T
]

an analysis covariance matrix. On time increments short
in front of the typical time-scales of the drift matrices for v and e (i.e. ∆ta � 1/λv,e,
with λv,e the eigen-values of the drift matrices), we have δvt1 = δvta and

for i ≥ 2, δvti ' δvta +
√

∆t
i−1∑
k=1

rvk . (2.18)

rv is the random forcing term that enters the AR-1 equation for v (i.e. most of the
short term dispersion on the flow trajectories comes from the random walk term).
A similar expression holds for δei. Then

E
[
δvt1δvT

t j

]
= Pa

vv(ta) ,

for both i and j ≥ 2, E
[
δvtiδvT

t j

]
= Pa

vv(ta) + ∆t
i−1∑
k=1

j−1∑
k′=1

E
[
rvkrvk′

]
.(2.19)

Since E
[
rvkrvk′

]
= Prrvδkk′ , this last relation gives

for both i and j ≥ 2, E
[
δvtiδv

T
t j

]
= Pa

vv(ta) + ∆tPrrv min(i − 1, j − 1) . (2.20)

We now approximate At as being constant between two analyses (most of the time
changes come from v and e). Using the relation

N∑
i=2

N∑
j=2

min(i − 1, j − 1) =
N
6
−

N2

2
+

N3

3
, (2.21)
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and N∆t = ∆ta, equation (2.17) then becomes

P f
bb(ta + ∆ta) ' Pa

bb(ta) + ∆t2
a

[
ÃtaPa

vv(ta)ÃT
ta + Pa

ee(ta)
]

+
∆t3

a

3

(
1 −

3
2N

+
1

2N2

) [
ÃtaPrrvÃ

T
ta + Prre

]
. (2.22)

In a case with no uncertainty on the previous analysis state, the dispersion
within the ensemble of b f evolves ∝ ∆t3/2 – from the last term in equation (2.22).
Otherwise, if the dispersion in the fields ua(ta) and ea(ta) is important, the second
term in (2.22) will dominate for short increments ∆ta, and the dispersion in b f will
evolve ∝ ∆t.

This new formulation has been introduced into pygeodyn, with some pre-
requisit:

• For calculating Ata in equation (2.22) we consider for the sake of simplicity
A(b

a
(ta)), where b

a
is the ensemble average of the MF analysis states – i.e.

we consider that the MF does not evolves much between two analyses.

• To proceed with equation (2.22) at the 1st analysis step, the matrix Pa
bb

must be initialized. A simple way would be to start with the dynamo prior
P∗bb, but this may generate large off-sets between the first analyses from the
field model and from the GVO. The posterior covariance matrix Pa

bb after
analysing a field model (warm-up) seems a more appealing choice. For the
sake of simplicity, this Pa

bb is approximated as a diagonal matrix, with diag-
onal elements carrying the variance of the spread within the ensemble of ba

(from the warm-up) at the start time of the GVO re-analysis.

• As the ensemble size is not large enough to constrain well all off-diagonal
terms of Pa

bb, we will consider only the diagonal elements of the empirically
estimated Pa

bb. Similarly off-diagonal terms in Pa
vv and Pa

ee are considered as
negligeable (which appears to be approximately true in practice).

• Equation (2.22) supposes that an analysis is performed every ∆ta. In some
situations, the MF is not analysed at some analysis epochs (e.g. absence of
GVO data between CHAMP and Swarm, or after Swarm, before CHAMP,
etc.). We then replace in (2.22) ∆ta by k∆ta, with k the number of analysis
periods between two MF analyses.

An example of the effect of considering this new covariance matrix when consid-
ering GVO data is shown in Figure 2.4.2. In the next sections, the new implemen-
tation including equation (2.22) will be considered.

2.4.3 On the need for a more accurate processing of GVO data

Preliminary re-analyses using annual differences of 4-monthly means GVO as SV
data show strong oscillations of the magnetic field field Gauss coefficients. We
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Figure 2.10: Impact of the use of the new derivation of P f
bb on the Gauss coefficient

g2
3, for a re-analysis of GVO data from 1998 to 2020. In blue when using equation

(2.22), in red with the ancient implementation (with the full dynamo covariances),
and in Cyan with the CHAOS-7 model.

consider these are likely due to unmodelled ionospheric contributions, in particular
because they mainly affect spherical harmonic orders m = 0 and m = 1 (see Figure
2.4.3, top). They subsequently imply spurious fluctuations in the core flow coef-
ficients (Figure 2.4.3, middle). We do not know precisely down to which period
observed field changes are mainly from internal origin.

As a first try to get around this difficulty, we built every 4 month sliding annual
means from the 4-monthly GVO series. For all three components we then consider

Y(t) =
Y(t − 1/2)

6
+

Y(t − 1/6)
3

+
Y(t + 1/6)

3
+

Y(t + 1/2)
6

, (2.23)

where the time t is in years. This constitutes the filtered MF datasets, from which
SV data are built every 4 months as centered differences of MF annual means:

dY
dt

(t) = Y(t + 1/3) − Y(t − 1/3)

=
Y(t + 1/2) − Y(t − 1/2)

2
+

Y(t + 1/6) − Y(t − 1/6)
4

+
Y(t + 5/6) − Y(t − 5/6)

4
. (2.24)

Our preliminary analysis using pygeodyn shows that if oscillations of periods
shorter than 2 years (the Niquyst frequency with annual data) are indeed filtered
out, we see significant signals of period ≈ 3− 4 years that are not seen in CHAOS-
7, and which induce large oscillations in core flow coefficients. These are unlikely
realistic as they induce ways too large changes in the LOD (Figure 2.4.3, bottom).

We conclude for now that probably there remain unmodelled signals in the
GVO datasets, internal to the satellites, which project onto the core field model.
We favor a ionospheric source, as fields iunduced in the mantle are likely much
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Figure 2.11: Re-analyses of the core-surface flow and magnetic field from 1998 to
2020, using several datasets: CHAOS-7 Gauss coefficients (cyan), 4-monthly GVO
data (red) and annual means of 4-monthly GVO data (blue). top: SV coefficient
g1

8; middle: flow coefficient t0
3; bottom: associated length-of-day (LOD) variations.
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weaker for realistic Q-responses (e.g. Olsen, 1999). This precludes for now the
investigation of core flow changes from GVO on periods shorter than 3-4 years.
This unforeseen effect calls for further investigations of these signals, which shall
be carried out in collaboration with DTU. A first simple solution to this issue has
been investigated: we mapped core surface flows without accounting for data at
high latitudes (or only considering Z data). It however led to similar results. We
highlight that there has been so far very few studies of interannual changes of the
ionospheric field. These are neither well mapped nor understood.

The next step will consist of jointly inverting from GVO data the core field
plus a source at an altitude representative of the ionosphere (see Ropp et al, 2020).
Given the geometry of the target, for these extra model parameters we will design
the prior covariance matrix so as to favor near-zonal coefficients (i.e. spherical har-
monic orders m = 0 and m = 1). As there will necessarily be ambiguities between
the two sources, we will start with a study of the sensitivity to the prior informa-
tion added on the ionospheric field model. We are also currently implementing
into pygeodyn the use of robust norms (instead of L2) for the measure of the mis-
fit to GVO data (Farquharson and Oldenburg, 1998). This should help reduce the
sensitivity of the internal field model to irregular external fields.

2.4.4 Core flow re-analyses from Gauss coefficient geomagnetic obser-
vations

The models illustrated below have been inverted from Gauss coefficient data of
the COV-OBS.x2 and CHAOS-7 field models. In order to compare with an inde-
pendent field model constructed upon an alternative method (the correlation-based
approach, see Holschneider et al, 2016), we also use data from the MCM field
model of Ropp et al (2020). The latter two inversion have been warmed-up using
COV-OBS.x2 data prior to 1999.

The slowly varying flow models are very similar to previous estimates, showing
the westward gyre largely documented over the past years (e.g. Pais and Jault,
2008; Gillet et al, 2009; Aubert, 2014; Gillet et al, 2019). We thus focus here on
interannual flow changes, for which the extension of the satellite era to at least
2020 offers a better constraint. Based on the above observation on ambiguous field
changes of 2-3 yr periods, we show below flow models band-pass filtered between
4 and 9.5 years, using a Butterworth filter of order 4. We remind that the temporal
spectrum of core flows shows more power towards short period, so that there exists
decadal changes with intensities larger than what is reported below.

A preliminary analysis over the satellite era confirms some previous findings by
Gillet et al (2019). In particular, focusing on sub-decadal flow changes, we see that
the most intense dynamics takes place within the equatorial belt, with interannual
velocities as large as 5 km/yr (Gillet et al, 2015; Finlay et al, 2016; Kloss and
Finlay, 2019). Meanwhile, the accumulation of high quality satellite data through
time allows a closer look at transient phenomena.

Our new models now covering over 20 yr of satellite data, we are able to more
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clearly isolate azimuthal flow patterns around the equator, with a periodicity of ≈ 7
yr. These features are seen from all three magnetic field models, with a reasonable
coherence within the flow solutions – even though with MCM some more spatial
compexity is observed, in particular in the Eastern hemisphere. The flow patterns
seem to propagate Westward, starting from below the Greenwhich meridian to ≈
150◦E (see Figure 2.12). This would correspond to one circulation around the
equator in about 14 yrs, i.e. a speed of ∼ 1500 km/yr at the core surface.

Figure 2.12: Time-longitude diagram of the azimuthal velocity (in km/yr) at the
equator over 2000-2020, filtered at subdecadal periods, for the re-analysed core
surface flow models over from Gauss coefficients of the MCM (bottom), CHAOS-
7 (middle) and COV-OBS.x2 (top) field models.
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Meanwhile, the equatorial belt is the area of the core surface the better covered
by magnetic data. Furthermore, it is less sensitive to the complex separation of
magnetic sources at high latitudes. Indeed, the coherence between the three flow
models seems less when looking away from the equator. We show in Figures 2.13
and 2.14 time-latitude diagrams of the band-pass filtered ortho-radial and azimuthal
velocities for longitudes 180◦E and 90◦E. For all three models, these transient flows
are predominantly equatorially symmetric. Away from the equator, motions are
somewhat less intense when inverted from the CHAOS-7 model, in comparison
with COV-OB-x2 and MCM. This may be related to the stronger damping applied
on near zonal Gauss coefficients used when building the CHAOS-7 model. In
some occurences, there is some hint of latitudinal propagation of flow patterns
from several field models, as for instance towards the equator (resp. the poles)
on uθ (resp. uφ) at 90◦E (although we cannot exclude an artificial effect of the
filtering). These signals reach the tangent cylinder from the core equator (and
vice-versa) in about 5 years, corresponding to a speed of ≈ 800 km/yr at the core
surface. We emphasize that interannual motions are not restricted to the Atlantic
hemisphere; strong transient flows also show up in the Pacific hemisphere (see also
Barrois et al, 2018).

The speeds and time-scales estimated above are commensurate with the Alfvén
speed VA = B/

√
ρµ, which spans 800 to 1400 km/yr for a magnetic field intensity

B ∈ [3, 5] mT. It is thus tempting to interprete the features documented here in
the framework of QG Alfvén waves (Aubert and Finlay, 2019; Aubert and Gillet,
2021), and of propagating interannual QG-MC modes (Gerick et al, 2021). The
former propagate mainly in the cylindrical radial direction in the path geodynamo
simulations (although some Westward propagation has also been detected in some
rare events, when the magnetic field configuration is appropriate for this). The
latter propose a natural set of Wetsward propagating modes. However, if combined
to one another in an out-of-phase manner, they may also give rise to propagation
in the ortho-radial direction at the CMB.
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3.1 QG-MAC inversion scheme from 3D simulations
4DEarth_Swarm_Core ESA project deliverable R-C.1

J. Aubert
IPG Paris

This deliverable is contained in the following publication: J. Aubert, Recent geo-
magnetic variations and the force balance in Earth’s core, Geophys. J. Int., 221(1),
2020, 378–393, https://doi.org/10.1093/gji/ggaa007

abstract:

The nature of the force balance that governs the geodynamo is debated. Recent
theoretical analyses and numerical simulations support a quasigeotrophic (QG),
magneto-Archimedes-Coriolis (MAC) balance in Earth’s core, where the Coriolis
and pressure forces equilibrate at leading order in amplitude, and where the buoy-
ancy, Lorentz and ageostrophic Coriolis forces equilibrate at the next order. In
contrast, earlier theoretical expectations have favoured a magnetostrophic regime
where the Lorentz force would reach leading order at the system scale. The dom-
inant driver (buoyant or magnetic) for the general circulation in Earth’s core is
equally debated. In this study, these questions are explored in the light of the high-
quality geomagnetic data recently acquired by satellites and at magnetic ground
observatories. The analysis involves inverse geodynamo modelling, a method that
uses multivariate statistics extracted from a numerical geodynamo model to infer
the state of Earth’s core from a geomagnetic field model interpretation of the main
field and secular variation data. To test the QG-MAC dynamic hypothesis against
the data, the framework is extended in order to explicitly prescribe this force bal-
ance into the inverse problem solved at the core surface. The resulting inverse
solutions achieve a quantitatively adequate fit to the data while ensuring devia-
tions from the QG-MAC balance (which amount to an inertial driving of the flow)
lower than each of the leading forces. The general circulation imaged within the
core over the past two decades confirms the existence of a planetary-scale, eccen-
tric, axially columnar gyre that comprises an intense, equatorially symmetric jet at
high latitudes in the Pacific hemisphere. The dominant driver of this circulation is
shown to be of buoyant nature, through a thermal wind balance with a longitudi-
nally hemispheric buoyancy anomaly distribution. Geomagnetic forecasts initiated
with the inverted core states are systematically more accurate against the true inter-
annual geomagnetic field evolution when enforcing the QG-MAC constraint. This
force balance is therefore consistent with the geomagnetic data at the large scales
of Earth’s core that can be imaged by the method.
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3.2 Stochastic reanalysis of core surface flow motions
4DEarth_Swarm_Core ESA project deliverable R-D.1

N. Gillet1, F. Gerick2, D. Jault1, T. Schwaiger1, J. Aubert3 & M. Istas1
1ISTerre Grenoble, 2 Royal Observatory of Belgium, 2IPG Paris

This deliverable is contained in the following publication: N. Gillet, F. Gerick, D.
Jault, T. Schwaiger, J. Aubert & M. Istas, Satellite magnetic data reveal interannual
modes in Earth’s core, in revision at Proc. Natl. Acad. Sci. USA

abstract:

The Earth magnetic field displays variations on a broad range of time scales from
years to hundreds of millions of years. The last two decades of global and contin-
uous satellite geomagnetic field monitoring have considerably enriched the knowl-
edge on the rapid physical processes taking place in the Earth‚Äôs outer core. Iden-
tification of axisymmetric torsional Alfvén waves with subdecadal periods from
observatory and satellite data has given access to an averaged intensity of the mag-
netic field in the Earth’s core interior. A significant part of the rapid signal, how-
ever, resides in non-axisymmetric motions. Their origin has remained elusive as
previous studies of magnetohydrodynamic waves in the Earth’s core mainly fo-
cused on their possible signature on centennial time scales. Here, we identify non-
axisymmetric wavelike patterns in the equatorial region of the core surface from
the observed geomagnetic variations. These wavelike features have large spatial
scales, interannual periods in the vicinity of 7 years, amplitudes reaching 3 km/yr
and coherent westward drift at phase speeds of about 1500 km/yr. We interpret
and model these flows as the signature of Magneto-Coriolis (MC) modes. Their
identification offers a way to probe the magnetic field structure inside Earth‚Äôs
core. It follows from our work that there is no need for a stratified layer at the top
of the core to account for the rapid geomagnetic field changes.
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3.3 A catalogue of simulated jerks from a geodynamo
model approaching Earth’s core conditions: prelim-
inary analysis
4DEarth_Swarm_Core ESA project deliverable R-E.1

J. Aubert
IPG Paris

3.3.1 Introduction

This document presents a preliminary analysis of 14 notable jerk events se-
lected in deliverable D-C.1 (Long time series of outputs from a geodynamo
model approaching Earth’s core conditions), the high-resolution output data
from which has been made available in D-E.1 (A catalogue of simulated jerks
from a geodynamo model approaching Earth’s core conditions). Both de-
liverables can be found at https://4d-earth-swarm.univ-grenoble-alpes.fr/data or
http://www.ipgp.fr/∼aubert/4dearth. The analysis presented here will serve as a ba-
sis for a collaborative study to be submitted to Geophysical Journal International
in the first half of 2022.

3.3.2 The 71% of path model sequence

The ’71% of path’ or 71p model is a numerical simulation of the geodynamo
that is currently the closest to the physical conditions of Earth’s core, regard-
ing the realism and relative separation of four key time scales in this system:
the magnetic diffusion time τη = D2/η = 135000 yr, the core overturn time
τU = D/U = 119 yr, the Alfvén time τA = D

√
ρµ/B = 5.8 yr and the rotational

time 2πτΩ=2π/Ω = 11.8 days. Here D = 2260 km is the core thickness, η is the
magnetic diffusivity, U and B are characteristic velocity and magnetic field ampli-
tudes in the core, ρ = 11000 kg/m3 is the reference core density µ = 4π.10−7 H/m
is the vacuum magnetic permeability, and Ω is the rotation rate of the Earth. Full
details about the model set-up and the extracted data can be found in Aubert and
Gillet (2021). A number of definitions are recalled here for clarity.

We use a set of spherical coordinates (r, θ, ϕ) with unit vectors er, eθ, eϕ. The
inner core is a sphere of radius ri = 1220 km. The outer core is a spherical shell
between radii ri and ro = 3485 km, this latter radii being that of the core-mantle
boundary (CMB). The Earth surface is located at radius rE = 1.83ro. Within the
core, we define the velocity, magnetic field vectors and convective density anomaly
scalars as u, B and C. The first derivative with time t of the velocity field is the
flow acceleration u̇ = ∂u/∂t. The first and second time derivatives of the magnetic
field are the secular variation (SV) Ḃ = ∂B/∂t and acceleration (SA) B̈ = ∂2B/∂t2.

https://4d-earth-swarm.univ-grenoble-alpes.fr/data
http://www.ipgp.fr/~aubert/4dearth
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Figure 3.1: Earth secular acceleration energy ESA (top) and jerk energy EJ (bot-
tom), as functions of the dimensional simulation time. Numbered black arrows lo-
cate the 14 jerks analysed here. Red arrows locate jerks that have not been selected
because they occur too fast to be discernable once the 3-year moving averaging is
performed to compute EJ. Grey arrows locate numerical artifacts that have also
been discarded in our selection.
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Geomagnetic jerks are characterised with the help of the Earth-surface SA energy

ESA(t) =
1

S E

∫
S E

B̈2(rE, θ, ϕ, t) dS , (3.1)

where S E is Earth surface at radius rE, and the jerk energy (Aubert and Finlay,
2019)

EJ(t) =
1

S E

∫
S E

([
B̈
]t+∆t

t
−

[
B̈
]t

t−∆t

)2
dS , (3.2)

where the square brackets stand for time averaging and ∆t = 3 yr is a running
averaging time meant to simulate the typical temporal resolution of satellite mea-
surements of the geomagnetic acceleration (Aubert and Finlay, 2019). To compute
these two quantities, the magnetic field is retained up to spherical harmonic degree
and order 13, which captures most of the energy at Earth’s surface. Figure 3.1
presents the time series of ESA and EJ during the model run. An observable jerk
is characterised by two rapid and simultaneous intensity surges in the quantities
ESA and EJ. This ensures that there is a step change in the secular acceleration that
significantly exceeds the regular levels of this acceleration (the classical definition
of a geomagnetic jerk), and that the secular acceleration itself also exceeds its typ-
ical level (as is the case for jerks in the satellite era). A set of 14 jerk events have
been selected that way, containing events at least of typical satellite-era strength
(i.e. EJ ∼ 100 nT2.yr−4) as well as significantly stronger events. Events creating a
SA pulse but no discernable pulse in EJ have been discarded because they would
not correspond to observable events given the current temporal resolution of geo-
magnetic field monitoring. Events corresponding to numerical artefacts (change of
time step or other numerical instability) have also been discarded.

3.3.3 Diagnostics

Table 3.1 summarises a set of quantitative and qualitative diagnostics obtained from
examination of the model time series, described below:

• # is the jerk reference number, followed by its timestamp in the simulation.

• Duration is an approximate event duration based on observation of time se-
ries of ESA.

• Lat. is the latitude at which focused SA pulses are found at the CMB, on
a representation of radial SA up to spherical harmonic degree 13. ’high’
means latitudes above 45 degrees, ’mid’ means latitudes between 20 and 45
degrees, and low means latitudes below 20 degrees. The latitude distribution
of the 14 selected jerk events is representative of the long-term distribution
in the 71p model (Aubert and Gillet, 2021).

• Region provides the longitudinal localisation of SA pulses at the Earth sur-
face during the event. The event is qualified as a multiple event in space
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Table 3.1: Diagnostics of simulated jerks events 1-14 from the 71p model, of
the AF19 event (Aubert and Finlay, 2019). See text for details. Owing to its
complexity, event 5 is subdivided into three phases.
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if there are two or more regions. This can also be mapped at the CMB for
verification.

• Multi (time) is a binary qualifaction of whether the event has at least two
peaks in EJ overcoming a threshold of 100 nT2.yr−4. When ’Y’ this gen-
erally corresponds to SA changes of alternating polarity, at Earth or core
surface. There are generally no multiple alternation in events with a duration
shorter than 20 years.

• Globality is a quantitative measure of the visibility of jerks as a ’V-shape’
structure in ground-observatory-like SV time series. The ’V-shapes’ are
characterised by a sudden change in the slope of the SV time series, sep-
arating two decadal intervals where the SV is piecewise linear. Globality is
presented as a percentage of the surface of the Earth where East-component
SV traces indeed present a clear structure of this type. To assess this, we
define a local r.m.s Eastward SA based on smoothing with a 20-year moving
average

SA20
ϕ (θ, ϕ) =

√[(
[B̈ · eϕ]t+10 yr

t−10 yr

)2
(rE, θ, ϕ, t)

]
event

, (3.3)

and compare its r.m.s value during the event to maxima of the absolute jerk
amplitude also retrieved during the event

J20
ϕ (θ, ϕ) = max(event)

(∣∣∣∣[B̈ · eϕ]t+10 yr
t − [B̈ · eϕ]t

t−10 yr

∣∣∣∣ (rE, θ, ϕ, t)
)
. (3.4)

The jerk is deemed to present a distinct ’V-shape’ at Earth surface location
(θ, ϕ) if J20

ϕ (θ, ϕ) > 3 SA20
ϕ (θ, ϕ). As we shall see, this criterion also matches

direct visual inspection reasonably well.

• Drift is a qualification of the direction (E or W, when present) of a coherent
azimuthal drift of structures observed on time-longitude plots of the core
surface radial SA up to spherical harmonic degree 9 and after filtering in
time with a 3-year moving average. These two filtering steps are meant to
mimic the typical spatio-temporal resolution of SA retrieved from satellite
geomagnetic measurements.

• Trigger is a categorisation of the physical nature of the trigger of the jerk
event. This is obtained in relationship with the W/C quantitative indicator
(see next item) and visual inspection of movie sequences for flow accelera-
tion, density anomaly, magnetic field inside the shell. DP stands for emission
of QGA/QGMC waves in the cylindrical radial direction from a Deep con-
vective Plume and subsequent propagation towards the CMB at equatorial
position. SC stands for Shallow Convection, either as a plume reaching the
CMB at low-latitude equatorial position and emitting QGA/QGMC waves
close to the surface, or a high-latitude imprint of a deep convection column,
where no wave emission is observed. FE stands for a significant small-scale
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magnetic flux expulsion event at the CMB near the equator that also emits
QGA/QGMC waves. The visibility of flux expulsion at large-scale is sepa-
rately characterised by the diagnostic MFS below.

• W/C is a quantitative indicator of the relative amplitude of the two leading
contributors to the SA at the CMB. The magnetic induction equation at the
core surface can be broken down according to

B̈ = ∇ × (u̇ × B) + ∇ × (u × Ḃ) + η∆(Ḃ), (3.5)

and W/C represents the mean squared ratio over the core surface and during
the event of the two inductive radial components of equation (3.5) retained
up to spherical harmonic degree 13:

W/C =

[∫
r=ro

(∇ × (u̇ × B) · er)2
`≤13 dS

]
event[∫

r=ro

(∇ × (u × Ḃ) · er)2
`≤13 dS

]
event

. (3.6)

This quantity is meant to reflect the relative role of waves (W) and convection
(C) in the jerk dynamics. Indeed u̇ contains a significant contribution of
hydromagnetic waves (Aubert and Gillet, 2021), such that the numerator of
equation (3.6) reflects the contribution of waves. Likewise, u and Ḃ are
dominated by the convective contribution to velocity and secular variation
under the QG-MAC force balance. When W/C > 1, this therefore also
indicates an inertial deviation to this QG-MAC balance, while a regular QG-
MAC operation of the dynamo usually implies W/C ≈ 1 (Aubert, 2018).

• Emax
J is the maximum value of the jerk energy reached during the event.

• Emax
J /Emax

SA compares the maximum jerk energy to the maximum energy of
SA pulses involved in the event.

• SVS is an indicator of the amplitude of possible surges in the SV associated
to the jerk event. The r.m.s. Earth surface SV energy is computed as

ASV(t) =

√
1

S E

∫
S E

Ḃ2(rE, θ, ϕ, t) dS , (3.7)

where the magnetic field is again truncated after spherical harmonic degree
13. the quantity SVS is defined as

SVS =
∆ASV

std(ASV)
, (3.8)

where ∆ASV is the amplitude variation observed during the event, and
std(ASV) = 20.3 nT/yr is computed for the whole time span of the 71p
model.
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• MFS is an indicator of the large-scale visibility of possible surges in the core
surface magnetic field amplitude i.e. large-scale flux expulsion associated to
jerk events. The r.m.s, large-scale core surface magnetic energy is computed
as

AMF(t) =

√
1

S CMB

∫
S CMB

B2(ro, θ, ϕ, t) dS , (3.9)

where S CMB is the spherical surface of the CMB and the magnetic field is
truncated after spherical harmonic degree and order 13. The quantity MFS
is defined as

MFS =
∆AMF

std(AMF)
, (3.10)

where ∆AMF is the amplitude variation observed during the event, and
std(AMF) = 0.034 mT is computed for the whole time span of the 71p model.

• LOD is a binary indicator of whether there is a visible inflexion in the time
series of d(LOD)/dt at the time of the jerk event (see Aubert and Finlay,
2019), with LOD being the length-of-day variations produced by the 71p
model. In the 71p model, the mantle axially rotates at rate ΩM under the
influence of the magnetic torque ΓM felt by an insulating layer at its base,
and the gravitational torque ΓG exerted by the inner core, according to:

IM
dΩM

dt
= ΓM + ΓG, (3.11)

with IM the moment of inertia of the mantle. The corresponding rate of
change d(LOD)/dt in the length of the day is then

d(LOD)
dt

= −
2π
Ω2

dΩM

dt
, (3.12)

The jerk events can cause pulses in d2ΓM/dt2 and hence rapid inflexions in
d(LOD)/dt. The LOD indicator is ’Y’ if these pulses exceed the level of
d2ΓG/dt2.

3.3.4 Dynamical typology of jerks

Here we perform a first categorisation of jerk events, according to the latitude at
which they occur and the role of hydromagnetic waves. A second subcategorisation
is constructed for wave-driven jerks according to their dynamical triggers.

3.3.5 Low-latitude, wave-driven vs. high-latitude, convection-driven
jerks

Jerk events can be classified according to the latitude at which they produce a SA
pulse at the CMB, and the indicator W/C of the relative amplitude of waves and
convection. A majority of events (13 out of 16, event 5 being subdivided into three
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Figure 3.2: Contributors to the radial component of the secular acceleration ac-
cording to equation (3.5), for the three jerk events 3,9 and 10 (columns a,b,c). Top
row: time series of the total mean squared radial secular acceleration at the CMB
(black), and of the contributions of the product of u̇ and B (blue), u and Ḃ (red),
and the subdominant magnetic diffusion (green). The vertical dashed line marks
the reference time of the highest peak in ESA observed during the event, that also
corresponds to the time at which the analysis is carried out in the subsequent rows
of the figure. The next rows successively represent hammer projections of the ra-
dial secular acceleration at the CMB for the total secular acceleration, contribution
of the product of u̇ and B, and of u and Ḃ at this reference time, all truncated after
spherical harmonic degree 13.
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subevents) occurs at low to mid-latitude at the CMB (see latitude in table 3.1).
Most of these events also feature values of W/C that deviate significantly above 1,
indicating a primary role of SA induction caused by flow acceleration (or inertia)
and a prominent role of hydromagnetic waves. The jerk simulation presented in
Aubert and Finlay (2019) belongs to this category (table 3.1). Event 3 on Fig. 3.2a
(see also Fig. 3.3 below) with W/C = 1.7 is characteristic of this group, with most
of the induction originating from flow acceleration. The shallower event 9 in Fig.
3.2b (see also Fig. 3.4 below) with W/C = 1.3 also features a prominent role of
waves but also a more balanced influence from the shallow convection.

The remaining 3 events (5b, 8 and 10) occur at high latitudes and feature val-
ues of W/C near or below 1. These belong to a different type where it is rapid
convective advection of SV features near the core surface (and not interaction of
magnetic field with an accelerating flow) that cause the SA pulses. The trigger of
these events is therefore labelled as ’SC’ (Shallow Convection) in table 3.1. These
events are fully of convective origin as hydromagnetic waves are not observed and
do not appear to be involved in creating the jerk signals. It is expected that this
second type of events forms a minority because buoyancy is neutral close to the
CMB in the 71p model, and the perturbations there are not expected to primarily
come from convection but rather from the energy carried by waves. Also, jerks of
convective origin require the simultaneous presence of strong velocities and strong
magnetic fields at the same location, which is against the distribution promoted
by Lenz’ law in the system (Aubert, 2019). Event 10 in Fig. 3.2c illustrates the
distribution of secular acceleration in one of these cases where W/C = 0.8. Here
the jerk unfolds within one of the polar vortices, where the strongest core surface
velocities are usually found in the 71p model.

3.3.6 Subcategorisation of low-latitude, wave-driven jerks

We now focus on the first and most frequently observed group of jerks, where the
event is caused by flow acceleration, with a prominent role of inertia and waves.
Values of W/C well in excess of unity also indicate that these jerks occur through a
disruption of the QG-MAC balance (e.g. Schwaiger et al, 2019; Aubert and Gillet,
2021) that controls the slow convective evolution of the system. This disruption
is necessarily balanced by inertia, which comes at the next level below the QG-
MAC forces in the amplitude hierarchy of forces. The disruption can either come
from a rapid evolution of the buoyancy, or the Lorentz force, with the Coriolis and
pressure forces playing no dynamical trigger role as expected.

When caused by a buoyancy release at depth in the core, the jerk trigger is
classified in table 3.1 as ’DP’, for ’Deep Plume’. The jerk simulation in Aubert
and Finlay (2019) and event 3 in the present sequence (Fig. 3.3) are two examples
of DP jerk events. Fig 3.3a depicts the structure of the buoyancy release near the
inner core boundary in event 3, and associated hydromagnetic waves emitted from
this boundary to the surface. Quasi-geostrophic Alfvén (QGA) waves are initially
emitted at speeds close to the one-dimensional Alfvén speed of 225 km/yr in this
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Figure 3.3: Structure of azimuthal flow acceleration (red/blue), density anomaly
(shaded grey) and radial magnetic field (orange/purple) in a portion of the equato-
rial plane (a) and in a meridional plane (b) located by a dashed line in (a), during
event 3 belonging to the DP type (see text), with waves being send out by buoy-
ancy releases at the inner core boundary. The selected time is shortly before the
SA pulse in the event (see Fig. 3.2a). The red curves in (a) locate QGA/QGMC
wave fronts.
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Figure 3.4: Structure of the cylindrical radial flow acceleration (red/blue), density
anomaly (shaded grey) and radial magnetic field (orange/purple) in a portion of
the equatorial plane (a) and in a three-dimensional rendering (b) during event 9
belonging to the SC+FE type (see text). The selected time is near the maximal
SA pulse of the event (Fig. 3.5c). Here QGA waves are sent out here by a flux
expulsion event at the CMB, following a shallow convective upwelling. In (b)
three-dimensional magnetic field lines are represented with thickness proportional
to the local magnetic energy, and two isosurfaces of cylindrical radial velocity have
been represented at levels ±20 km/yr.

model, and then slow down as they ascend and convert to QGMC waves (Gerick
et al, 2021) once the Coriolis force becomes more pregnant. These waves being
transverse, they are best seen on the azimuthal component of velocity acceleration
when propagating in the cylindrical radial direction. The waves undergo focusing
mechanisms at equatorial position beneath the CMB, near the exit point of radial
magnetic flux patches (Aubert and Finlay, 2019), causing the flow acceleration sec-
ular acceleration signals seen in Fig. 3.2a. The meridional structure of the waves
(Fig. 3.3b) is highly columnar, as expected from the quasi-geostrophic framework
upon which these evolve. DP events typically feature jerk events composed of one
single wavetrain that causes multiple alternations in the core surface SA as the
successive wavefronts arrive.

When hydromagnetic waves are triggered by a buoyancy release close to the
CMB at equatorial position, the jerk trigger is classified in table 3.1 as ’SC’, for



3.3. PRELIMINARY ANALYSIS OF SIMULATED JERKS (R-E.1) 73

’Shallow Convection’. In this case, the waves travel a shorter distance to the
CMB. The presence of a convective upwelling close to the CMB can also lead
to events of magnetic flux expulsion (FE), where it is this time the evolution of
the Lorentz force that causes the inertial disruption to the QG-MAC balance. Nei-
ther the convective plume nor the flux expulsion directly cause the jerk signals
because they evolve on the multidecadal time scale of secular variation. But it is
the inertia-bearing hydromagnetic wave that they send out that are responsible for
these signals. Event 9 (Fig 3.4) is characteristic of a situation where both SC and
FE trigger the jerk. Here, an azimuthally-travelling QGA wave propagates at the
one-dimensional Alfvén velocity of 225 km/yr from the tip of the location where
the shallow plume expels magnetic flux. The transverse wave pattern is this time
best seen in the cylindrical component of flow acceleration. Unlike the cylindrical-
radially propagating case of Fig. 3.3, the propagation speed does not vary until the
wave is dissipated because the nominal influence of the Coriolis force remains the
same at a constant cylindrical radius. As in the DP case above, the QGA wave is
the support of the rapidly alternating magnetic core surface acceleration signal that
causes the jerk. The internal dynamical structures are again highly columnar and
confirm quasi-geostrophy of the wave (Fig. 3.4b).

In all low-latitude, wave-driven jerks, regardless of their trigger mechanism, in
addition to QGA and QGMC waves we also observe the emission of azimuthally-
propagating longitudinal Rossby waves at speeds in excess of 1000 km/yr, which
are the other category of waves that can arise from an inertial disruption of the QG-
MAC balance (Aubert and Gillet, 2021). However, these do not bear a magnetic
signature and do not play a role in the production of jerk signals as their magnetic
energy is low and dominated by their kinetic energy.

3.3.7 Main spatio-temporal characteristics of low latitude, wave-
driven jerk events

Fig. 3.5 reveals that low latitude, wave-driven jerk events can have highly variable
signatures on the time series of SA and jerk energy. SC and FE events (e.g. events
2 and 9 depicted Figs. 3.5a,c, and events 1,6 and 12) frequently have long temporal
baselines up to 60 years, as they unfold over a multidecadal duration linked to the
convective and magnetic evolution of the system near the core surface. This creates
a multiplicity of chaotic occurrences where the QG-MAC balance is disrupted and
hydromagnetic waves causing the jerk signals are sent out. Such events tend to
produce the strongest jerks of the database in terms of the SA energy ESA. The
peaks in ESA are frequently too fast to be detectable once a 3-year moving average
is applied to compute EJ, representing the typical temporal resolution of satellite
measurements for geomagnetic acceleration. This results in Emax

J /Emax
SA well below

unity, with values as low as 0.1 being for instance observed in event 6 (table 3.1).
Three shorter events (7, 11 and 13 shown in Fig. 3.5d) somewhat differ from this
trend, despite involving a FE trigger. These mostly carry the signature of a single,
small-scale flux expulsion event.
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Figure 3.5: Time series of EJ (black) and ESA (grey) during the four jerk events
2,4,9 and 13 (a-d).

In contrast, DP events (Fig. 3.5b) show a significantly more regular alternation
of off-phase peaks in EJ and ESA. Contrary to SC and FE jerks, the successive SA
pulses observed during the unfolding of DP events can indeed be seen as belonging
to the same wavetrain caused by a single convective trigger, which explains the
regularity and alternation of the SA and jerk energy pulse sequence. The duration
of the event is also shorter (up to 30 years) as it links with the limited life time of
the wave. DP events typically feature lower SA energies than SC and FE events,
but also achieve ratios Emax

J /Emax
SA closer to unity because of the regularity of the

signal. It is therefore possible to obtain DP, SC and FE jerks of similar jerk energy.
The spatio-temporal characeteristics of the simulated jerk events are best ex-

plored by looking at time-longitude plots of radial SA at the equator of the CMB
(Fig. 3.6). Compared to similar plots in Aubert and Finlay (2019), it is immediately
apparent that the evolution from the Midpath (50% of path) to the 71p model leads
to alternating SA pulses that are now significantly clearer, stronger and shorter.
This is because the Alfvén time has shorterned by a factor 2.5 relatively to the
magnetic diffusion time. This also guarantees more polarity alternations in these
SA pulses before the waves fade out, which are for instance clearly seen in the
DP event 4 (Fig. 3.6a,b). The picture provided at native temporal resolution and
up to spherical harmonic degree 13 (Fig. 3.6a) is not much affected by a filtering
step down to degree 9 and with a 3-year moving average in time (meant to take
the resolution of satellite geomagnetic observations into account). The coherent
alternation of SA pulses reflects a wavetrain coming from a single trigger. The
long azimuthal wavelength of the wavefronts (see e.g. Fig. 3.3) ensure temporal
synchronisation of SA polarity changes at longitudinally remote locations (this is
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Figure 3.6: Time-longitude plots of equatorial, radial SA at the CMB for jerk
events 4 (a,b) and 5 (c,d). SA is truncated after spherical harmonic degree 13
and presented at native temporal resolution in (a,c). In (b,d), spatial truncation is
applied after degree 9 and a running average in time with window width 3 years
is applied, to mimic the typical spatio-temporal resolution of SA satellite measure-
ments.
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Figure 3.7: a: Hammer projection of azimuthal core surface flow acceleration
during event 2, at the time of the strongest SA energy peak of the event (see Fig.
3.5a). b,c: Hammer projections of core surface radial SA at two closely spaced
times during event 2, truncated after spherical harmonic degree 13, showing a syn-
chronised polarity alternation of SA flux patches. d,e: Hammer projections of the
Earth surface radial SA at the same times as b,c, showing two remote and tempo-
rally synchronised alternating dipolar structures.
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Figure 3.8: Time-longitude plots of equatorial, radial SA at the CMB for jerk
events 2 (a), 3 (b) and 9 (c). SA is truncated after degree 9 and a running aver-
age in time with window width 3 years is applied. Green lines delineate east- and
westward propagation at the reported angular and linear velocities.

explored in more detail in Fig. 3.6 below). Examining a more complex event with
several different triggers (Fig. 3.6c,d) reveals several notable differences. While
event 5a shares the feature of a DP event, event 5c (of SC and FE type) involves
extremely short time scales at native temporal resolution that are filtered out once
the temporal resolution degradation step is performed (Fig. 3.6c,d). In that case,
the filtered view shows mostly periods of 3 years that are not representative of the
rapidity of the event. The multiplicity of triggers is attested here by the unsyn-
chronised longitudes and times at which the events occur, as well as the absence
of temporal coherence along at a given longitude. Note that event 5b cannot be
analysed on this equatorial view as it is a high-latitude event.

Event 2 most clearly illustrates the long-range longitudinal synchronisation that
can arise because of the spatial structure of hydromagnetic waves involved in the
jerk. Fig. 3.7a shows the structure of the QGMC wavefronts as they converges
towards equatorial position at the core surface, at a time corresponding to the max-
imal SA pulse of the event (Fig. 3.5a). There are two convergence points in this
case (India and America), where temporally alternating SA pulses can be seen at
the core surface on Fig. 3.7b,c. Rapidly propagating Rossby waves sent eastwards
along the azimuthally elongated QGMC wavefront from the primary (Indian) con-
vergence point rapidly communicate the perturbation to the secondary (American)
convergence point, such that the two small-scale flux expulsion events triggering
the jerk signal (see also Fig. 3.10a below) are almost synchronised in time. At the
Earth surface (Fig. 3.7e,f) the jerk event therefore comprises two longitudinally
remote and local dipolar structures in the SA that quasi-simultaneously alternate
their polarity in time.

About half of the analysed jerk events feature coherent azimuthal drift of SA
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Figure 3.9: Time series of the east (ϕ) component of the SV presented over 50 years
at regularly spaced locations of the Earth surface, during low-latitude, wave-driven
jerk event 1 (a), 3 (b), 9 (d) and the high-latitude, convectively driven jerk 8 (c).
The red dots locate the tips of ’V-shapes’, or maxima J20

ϕ in the smoothed eastward
SA change (equation 3.4), imaged in the insets where the corresponding time at
which they occur is also reported. The SV traces are colored in blue when the
criterion J20

ϕ (θ, ϕ) > 3 SA20
ϕ (θ, ϕ) outlined in section 3.3.3 for detectability of the

V-shapes is satisfied for at least one of the extrema at a given location, and in green
otherwise. The percentage of Earth surface over which V-shapes are observed that
way is also reported next to the jerk event number.

structures at speeds 100-200 km/yr far exceeding that (about 15 km/yr) of the con-
vective westward drift. The drift can again be analysed on time-longitude plot of
the equatorial radial SA (Fig. 3.8) presented at the ’satellite-like’ resolution. West-
ward drift is mostly seen as it corresponds to the natural propagation direction of
QGMC modes near the core surface (Gerick et al, 2021). The drift also caused by
the strong Alfvén wave sent westward near the core surface during event 9 (Fig.
3.4) is only partially seen in this filtered view, as the speed retrieved from the time-
longitude plot is below that of the wave. Eastward drift is also sporadically seen
and less coherent than the westward drift (for instance in event 3, Fig. 3.8b). This
cannot be attributed to Rossby waves such as those seen in Fig. 3.7a as these are
too fast (speeds in excess of 1000 km/yr Aubert and Gillet, 2021) and carry too
little energy to participate in the jerk signal. This likely result from SA flux patch
alternations and rotations that are apparently seen as a drift.

The presence and geographical distribution of ’V-shapes’ in time series of in-
dividual SV components in analysed in Fig. 3.9. While a given SV component is
not particularly meaningful in the simulation context, the east component is chosen



3.3. PRELIMINARY ANALYSIS OF SIMULATED JERKS (R-E.1) 79

here for easier comparison with the Y component of observatory time series that
tends to present the least noisy V-shapes during know observatory-era jerks (e.g.
Wardinski and Holme, 2011). The properties of the kernel converting core surface
to Earth surface SA signals are also of interest here as jerks occurring in the equato-
rial Asian region are best seen in Europe on the east component. Strong (in terms of
jerk energy) wave-driven, low-latitude jerks like events 1 and 9 (Figs 3.9a,d), and
also events 2 and 6 produce clear V-shapes that are generally widespread around the
globe (with coverage ratings up to 75% according to the criterion outlined in sec-
tion 3.3.3 and table 3.1). Weaker jerks tend to produce discernable V-shapes over
less of the Earth surface. The tips of V-shapes are generally nearly synchronised
around the globe, though with possible time delays not exceeding a few years.
Jerks with multiple SA pulses in time present multiple V-shapes, that occur as a
succession of ’V’ and ’inverted V’-shapes, as expected from the polarity changes
of the SA. Interestingly, it is not needed to have a jerk source at high latitude at
the CMB (as for instance in jerk 8, Fig. 3.9c) to observe V-shapes at high lati-
tudes at Earth surface. Indeed, the distance of Earth surface to the core surface
where the jerk SA signals are localised suffices to propagate the perturbation over
a wide region of Earth surface (see insets in Fig. 3.9). The creation of widespread
and nearly synchronised V-shapes is therefore simply a geometrical result of the
upward continuation step that converts core surface to Earth surface fields.

3.3.8 Other byproducts of jerk events

Expulsion of magnetic flux i.e. the appearance of new pairs of magnetic flux
patches at the core surface is a frequent phenomenon during jerk events. As previ-
ously stated, this processes is itself not responsible for jerk signals but can trigger
the wave dynamics that creates these signals (see Fig. 3.4). Fig. 3.10 presents ra-
dial magnetic flux structures expelled during jerk events 2 and 9. These structures
are typically of small scale at native model spatial resolution (Fig. 3.10a,b) and
are rarely seen at the typical resolution ` ≤ 13 of geomagnetic observations (Fig.
3.10c,d). This is confirmed by the nearly vanishing values of the diagnostic MFS
in table 3.1 for most jerk events. Only events 1, 6 and 9 (imaged in Fig. 3.10d)
have values of MFS exceeding unity (see table 3.1), meaning that the large-scale
signature of the magnetic flux expulsion during the event clearly deviates from the
normal creation process of flux patches at the CMB in the 71p model. Event 2
with MFS = 0.7 (Fig. 3.10c) has a barely visible large-scaled expelled patch in the
Indian region, while the American patch is not visible at large scale.

In contrast to magnetic flux expulsion, surges of the SV energy at Earth surface
are more common during jerk events, as witnessed by the values of the SVS indi-
cator in table 3.1. Fig 3.11 shows time series of the r.m.s. SV amplitude at Earth
surface that highlight four notable instances of this phenomenon. For the strong
jerk events 1,6,9 (Fig. 3.11a,c,d) that produce visible core surface magnetic flux
expulsion at large scale, it is natural to also observe surges in the Earth surface
SV energy, with the corresponding signature at the core surface comprising the ap-
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Figure 3.10: Hammer projections of the CMB radial magnetic field during jerk
events 2 (a,c) and 9 (b,d). In (a,b) the field is presented at native model spatial
resolution, and is truncated after spherical harmonic degree 13 in (c,d). Black
arrows locate the magnetic flux structures that are expelled during the jerk events.

Figure 3.11: Time series of the Earth surface r.m.s. SV amplitude ASV, during
events 1 (a), 4 (b), 6 (c) and 9(d). The red portions of the curves delineate the
surges occurring during the jerk events.
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Figure 3.12: Top row: time series of the length-of-day rate of change d(LOD)/dt
in the vicinity of jerk events 6 (a), 9 (b), and 12 (c). Bottom row: corresponding
time series of the accelerations d2ΓM/dt2 and d2ΓG/dt2of the magnetic and grav-
itational torques, showing magnetic torque perturbations caused by the jerk that
significantly exceed those of the gravitational torque. The corresponding inflex-
ions in d(LOD)/dt are highlighted in red and magnified in the top row.

pearance of strong patches of SV as the flux is expelled. Interestingly, however, SV
surges can also be observed without a specific signature large-scale magnetic flux
expulsion, as for instance in event 4 (Fig. 3.11b). This indicates a notable increase
in the variability of the largest-scale components of the magnetic field, without a
clear signature in terms of small-scale SV patches at the core surface.

We finally analyse in Fig. 3.12 the length-of-day signature of jerk events pro-
duced in the simulation. Only the three strongest low-latitude, wave-driven jerks
6, 9 and 12 have been found to create distinct inflexions in d(LOD)/dt that can
be clearly associated to the jerk-driven acceleration of the CMB magnetic torque
d2ΓM/dt2. Here, this phenomenon therefore appears to require jerks of sufficient
amplitude, but it could occur more routinely at end-of-path conditions once the
magnetic torque reaches a nominal amplitude about 7 times higher than at 71% of
path conditions (according to the path scaling rules, Aubert et al, 2017), with the
gravitational torque remaining constant along the path.
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3.4 Report on viability of using a Bayesian probabilistic
method to detect spatially-local geomagnetic jerks
4DEarth_Swarm_Core ESA project deliverable R-E.1 (continued)

P. Livermore
University of Leeds

3.4.1 Rationale

Geomagnetic jerks, abrupt changes in the local dynamics of magnetic field genera-
tion, were first identified as ‘V’-shaped changes in the slope of the secular variation
at ground-based observatories, either by fitting piecewise linear functions and find-
ing the interior knot points (e.g. Brown et al, 2013), or by wavelet analysis (Mandea
et al, 2010). A change in the slope of a piecewise linear function is equivalent to
a step function of the second time derivative, or an impulse in the third. An al-
ternative definition therefore is based on the spatially-averaged temporal jump in
the second time derivative of the magnetic field (Aubert and Finlay, 2019), EJ ,
whose peaks signify a (global) jerk. It is of interest to relate spikes in the global
quantity EJ with the more widely used localised methods, because jerks may not
occur everywhere on the Earth’s surface, and even those that do occur may not be
contemporaneous.

We explore the possibility of using a recently developed Bayesian method to
find the localised ‘V’ shaped signature of jerks from the path geodynamo model
(deliverable D-C.1). We compare the approach and results to the global diagnostics
presented in the jerk catalogue (deliverable D-E.1) based on EJ . Although the
path model is only an approximation to the dynamics of Earth’s core, it provides a
complete description of the internally generated field which enables us to apply the
jerk-finding algorithm to data without contamination from external signals found in
observational records. Ultimately, a better understanding of the surface signature of
jerks, gleaned from numerical models, will allow more insight into core dynamics
gleaned from geomagnetic data.

3.4.2 The Bayesian model

Fitting a 2-segment piecewise linear fit to secular variation has been used by many
studies, but there are two difficulties with this direct method. The first is the selec-
tion of the data-window. In the majority of cases, the window is selected by eye,
and the piecewise linear regression used to hone the exact time of the jerk. Yet this
is not objective: there are cases where there may be multiple changes, or where the
change in slope is marginal. The second difficulty is quantifying the fit (and the
timing of the jerk) by a piecewise linear function. Many methods report only the fit
with no uncertainty. Quantification of jerk uncertainty has been achieved in some
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probabilistic studies (Pinheiro et al, 2011; Brown et al, 2013) which sought peaks
in the likelihood (the probability of the data given a model) of the jerk time, with
some threshold needed to characterise a jerk. The spread of the peak gives some
measure of uncertainty. Yet a Bayesian quantification, characterising the probabil-
ity of the piecewise linear fit given the data set, may be a better tool.

Motivated by analysis of sparse, noisy archeomagnetic data, a reverse jump
Monte Carlo Markov chain method has been developed to calculate the posterior
distribution of magnetic field intensity with time (Livermore et al, 2018),

p(m|d) = Cp(m) p(d|m)

where m is the model description, d is the data and C is a normalising constant.
This method calculates a large ensemble of models using a guided random

walk, whose statistics converge to the distribution sought. Of particular impor-
tance here is that each ensemble member is assumed to be piecewise linear and
so the ensemble statistics of the interior change points can be used to quantify the
posterior probability of a jerk at any time. Also of note is that the number and
start/end points of the piecewise linear segments are not fixed, but rather they are
unknown and are co-estimated as part of the distribution. All Bayesian models
favour low-dimensionality if the data allows (Sambridge et al, 2006), because for
the same likelihood a prior with fewer degrees of freedom is more concentrated and
so the posterior distribution is higher. For the problem of finding jerks, this means
that model complexity (i.e. inserting interior change points) is only increased if,
and when, the data require. For any specific model (or the ensemble in general),
the temporal distribution of changepoints then reflects the constraints of the data
which are possibly on multiple timescales: faster dynamics require more change-
points, whereas slower dynamics require fewer. There is no need to impose any
regularisation as the method naturally will always favour low-dimensionality.

Given the ensemble, it is straightforward to quantify the posterior probability of
a jerk by counting the number of changepoints that fall within a given set of interval
bins (e.g. spanning 1 year), with at most one count per bin for any given model,
normalised by the number of models. If all models contain a changepoint within a
certain interval, then the normalised probability is one and a jerk is certain. Note
that if the data require that all models contain a changepoint in several bins, then the
probability of a jerk within each bin is also one and so a possible output is multiple
certain jerks. Usually however the normalised probability within a bin is not close
to one, as it is in general possible to construct a range of models consistent with the
data but with a variety of structures with change points spread over multiple bins.

The method requires specification of the prior probability p(m) of the param-
eters needed to define a piecewise linear function. For simplicity we consider the
that number of interior vertices and their values (change points) are uniformly dis-
tributed. It also requires specification of the likelihood, which is based on the
assumption that each data point is normally distributed with common standard de-
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viation σ and given simply as proportional to

exp
(
−

∑
(di − fi)2/(2σ2)

)
,

where di is the data and fi the associated model values. The value of σ can be esti-
mated from the data (Pinheiro et al, 2011) but here we treat it as a parameter. Note
that this uncertainty really represents both data and model uncertainty: even with
error-free data we don’t expect that geomagnetic SV is exactly piecewise linear.

3.4.3 The code

Documented code that calculates the posterior distribution of jerks from timeseries
of secular variation can be found in

https://github.com/plivermore/jerk_finder

The kernel of the Bayesian (Fortran 90) code has been rewritten with a Python
interface (using f2py) making it callable from a Jupyter notebook. The reposi-
tory includes Jupyter notebooks that document several introductory examples (see
below) and an application to the path model output.

3.4.4 Example

Here we apply the method to a simple piecewise linear function over time [0, 100]
(fig 3.13(a)) containing a single change in slope at t = 50.5, the centre-point of the
yearly bin 50–51. The timeseries has been sampled yearly and noise (distributed
with mean zero and standard deviation 5) has been added (fig 3.13(b)). This is now
the dataset which we pass to the jerk-finder.

Three parameters that control the efficiency of the random walk used to create
the ensemble (giving the magnitude of the random perturbations) are σchange = 10;
σmove = 5; σbirth = 10. The model is run for 10000 iterations as burn-in before
keeping the next 2,000,000 models, thinned to keep only every 100th model. The
resulting posterior distribution is shown in fig 3.13(c), in which the mean, median
and modal model agree very well. The 95% credible intervals are also drawn, but
the uncertainty range is too thin to see visually. Lastly, figure 3.13(d) shows the
discrete probability distribution of a jerk in yearly bins. The bin 50-51 years has
the highest probability of all bins (of about 0.7) so that the analysis recovers the
known jerk at t = 50.5; but interestingly the probability is not close to one even for
this simple example. There is clearly some uncertainty in determining the change-
point(s) due to the sparse data sampling and implicit uncertainty in the likelihood,
reflected in the fact that the neighbouring bin, 51–52 years, has a probability of
around 0.3.

In a second example (figure 3.14), we apply the method to a timeseries con-
taining three jerks, associated with different slopes: the jerk at t = 20.5 has only
a small change in slope, whereas that at t = 40.5 is severe and that at t = 60.5 is
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moderate. Adding the same amount of noise and sampling yearly gives the poste-
rior probability of a jerk shown in figure 3.14(c). Jerk 2 has the highest probability,
followed by jerk 3 and jerk 1. For jerk 1, the level of uncertainty is such that the
corresponding change point identified by the method can fall into one of a number
of yearly bins because a moderate error in changepoint timing results only in small
error in fit of the piecewise linear time series. The figure shows that the pdf of a
jerk is low but broad. For jerk 2, a moderate error in changepoint timing has a large
effect on the predicted timeseries and so any misfit is higher and correspondingly
has a small posterior probability: thus only small errors in jerk timing have a high
posterior probability. Therefore the pdf for jerk 2 has a well defined narrow peak
(attaining about 0.9).

Figure 3.14(d) shows the posterior distribution of the number of interior change
points. The most likely value is (the correct value of) 3, but there is a short tail
and higher values are possible. Recall that there is no regularisation: the natural
parsimony of Bayesian methods favours small numbers of change points.

3.4.5 Application to the path model

The jerk catalogue includes 14 events identified as jerks using the global measure
EJ . Here we focus on one of the strongest events (jerk 9) occurring at time t = 8880
of the model. The random walk parameters are fixed as before and we compute
20M iterations.

Figure 3.16 shows timeseries of the X,Y,Z components of secular variation
at the modelled Earth’s surface (r = 6371) at colatitude 90◦ and longitude 45◦,
approximately at the centre point of the positive patch of secular acceleration of the
jerk event (see figure 3.15(b)). The discrete jerk pdf is shown by the histograms,
assuming that, for each component, σ is 10% of the total variation (maximum –
minimum) in SV over the window shown. A plot showing only the behaviour
within 20 years of t = 8880 based on the same data is shown in figure 3.17.

Over the 400 years of modelled time shown, the jerk energy EJ takes a single
prominent peak at around t = 8877. The local method finds, in all three compo-
nents and over the same time window, that the jerk events of highest probability
(about 0.3) are around t = 8880, agreeing well with the global analysis. However,
the signature of the jerk in the local SV is far more complex. For each component
there are two changes in slope: the first jerk in the X and Z components align well
with the peak in EJ at = 8878, but the first jerk in Y is delayed by about 5 years to
t = 8882. The second jerk occurs in the X and Z components at t = 8884, with that
for the Y component about 10 years later at at t = 8893. Figure 3.16 also shows
a number of other smaller peaks in jerk probability, for example, around t = 8700
in the Y component which has a probability of about 0.2. Interestingly, there is no
peak in EJ that corresponds with these other events.

Taking σ = 20% of the total SV variation for each component gives figure
3.18, which shows a very similar behaviour (and relative timing), albeit slightly
smoothed owing to the larger error budget.
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For each of the histograms we can count the number of peaks over a given time
window, subject to certain criteria, labelling those which qualify as ‘jerks’. To do
this we can use the Python function find_peaks in scipy, and we set thresholds on
the (a) probability threshold τ (i.e. the height of the bars in the histograms) and (b)
the temporal distance between the peaks. Figure 3.19 shows the number of jerks
detected on a 5x5 degree grid of discrete locations on Earth’s surface, correspond-
ing to probability thresholds of 0.4, 0.3 and 0.2 for the histograms defined within
[8880 − 30, 8880 + 30] years, for a jerks spacing of at least 3 years.

As the threshold decreases, at all locations the number of events labelled as
jerks increase. For the most stringent threshold considered, the locations which
have a non-zero jerk count are localised where the SA is high, but the signal is
patchy. Multiple jerks (0-4) can be found depending on location and threshold,
despite only a single peak in EJ .

One region (around latitude 0, longitude 100) has 3 jerk events (the highest
number for this case) identified in the Z component, but 3 jerks are identified at
only one grid point in the Y component, and not at all in the X component. In all
components the jerk signals are focussed around southern Asia. On lowering the
threshold, 3 jerks appear in all components. Interestingly, at τ = 0.3 there are 4
jerks are identified in the Y component (at around latitude 0, longitude 90E) but
not at neighbouring longitudes showing that there is a large difference in signature
within only a small change in spatial location.

Each plot has two counts in its title: Σtotal is the total number of jerks over
all locations; Σnz is the number of locations with a non-zero jerk count. For the
most stringent threshold, the Y component has the smallest signature, in terms
of the number of non-zero locations (62) and total number of jerks (80), while
the Z component has the most pronounced signature (with counts 112, 192). As
the threshold decreases, we find similar statistics in the total number of jerks and
non-zero locations in all three components (respectively about 1000 and 2000),
although in this example the signature in the Y component has (marginally) the
highest counts in both measures.

For this event, using a low threshold all components show similar jerk statistics
but the Y component has marginally the largest signature. However, events with
the very strongest local signature show predominantly in the Z component.

3.4.6 Conclusions

We have explored the possibility of using a transdimensional Bayesian method to
analyse jerk signatures in the path dynamo model. The method appears to work
well on based on timeseries centred around the largest event in the jerk catalogue,
and finds local jerk events whose timing largely matches the peaks in the global
diagnostic jerk energy EJ . There are several parameters that need to be chosen: the
likelihood uncertainty, and a threshold on what qualifies as a jerk (e.g. probability
threshold, and temporal distance between jerks).
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A focus of the localised magnetic field around the time of jerk event 9 (from
the catalogue) shows that

• A single peak in EJ can drive localised geomagnetic jerks with 0–4 events,
whose signature depends strongly on location.

• The locations with the most number of jerks correspond to regions with
strong SA.

• The Z (radial) component of field contains the highest number of strongest
jerks.
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Figure 3.13: Determination of a jerk given a series of secular variation. The origi-
nal noise-free timeseries (a) is sampled yearly and noise is added (b). The posterior
distribution given this dataset is shown in (c), with the discrete probability of a jerk
given in (d).
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while (d) shows the probability of the number of interior change points.
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Figure 3.15: (a) Jerk diagnostics (jerk energy, secular acceleration) around the
time of jerk 9 following Aubert and Finlay (2019); snapshot of the radial secular
acceleration (nT/yr2) around the time of jerk 9 showing where the event is located.
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Figure 3.16: Composite plot of the X,Y,Z components of secular variation at the
modelled Earth’s surface at 45◦ longitude 0◦ latitude (right axis: nT/yr), and a
histogram showing the discrete pdf of jerk occurrence (left axis). The jerk energy
EJ is shown in the bottom panel for comparison. The value of σ is 10% of the total
SV variation, for each component.
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Figure 3.17: Composite plot of the X,Y,Z components of secular variation at the
modelled Earth’s surface at 45◦ longitude 0◦ latitude (right axis: nT/yr), and a
histogram showing the discrete pdf of jerk occurrence (left axis). The jerk energy
EJ is shown in the bottom panel for comparison. The value of σ is 10% of the total
SV variation, for each component.
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Figure 3.18: Composite plot of the X,Y,Z components of secular variation at the
modelled Earth’s surface at 45◦ longitude 0◦ latitude (right axis: nT/yr), and a
histogram showing the discrete pdf of jerk occurrence (left axis). The value of σ
is 20% of the total SV variation, for each component. The jerk energy EJ is shown
in the bottom panel for comparison.
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Figure 3.19: Numbers of jerks identified at discrete locations on the Earth’s surface
over the time window [8880 − 30, 8880 + 30] years, for a jerk spacing of at least
3 years. The colourbar indicates what each colour represents. The columns show
probability thresholds of τ = 0.4, τ = 0.3 and τ = 0.2. In each plot title, Σtotal is
the total number of jerks over all locations, while Σnz is the number of locations
with a non-zero jerk count.
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3.5 Dynamics of a high latitude jet
4DEarth_Swarm_Core ESA project deliverable R-H.1

P. Livermore
University of Leeds

The existence of a high latitude jet is motivated from the study of Livermore et al
(2017), that suggests a jet can form at high latitude (about ±69◦ latitude) around the
projection of the tangent cylinder. These dynamics are particular to the conditions
of Earth’s core, at vanishingly small inertia and viscosity, where the dynamics
inside and outside the tangent cylinder may differ. Physically, any mismatch in flow
across the tangent cylinder requires the excess to be redistributed locally (because
of assumed incompressibility), which drives a strong azimuthal jet localised to high
latitude. This can be seen simply in the equation describing incompressibility:

∂

∂s
(s us) + s

∂

∂z
(uz) +

∂uφ
∂φ

= 0,

where rapid changes in us can only be accommodated by large azimuthal variations
in the azimuthal flow, since the other term (involving z-derivatives) is assumed
small in QG.

Here, we assess the fit of localised QG-flow with a strong localised azimuthal
component (i.e. a jet) to the geomagnetic observations. To relate the changes in the
radial geomagnetic field (Br) on the CMB with the flow at the top of Earth’s core,
the induction equation under the frozen-flux assumption is:

Ḃr = −∇H · (uH Br) (3.13)

where uH denotes the horizontal flow (Holme, 2015). We assume that the incom-
pressible quasi-geostrophic flow, u, can be written in terms of a stream function Ψ

in the following form (Labbé et al, 2015)

us =
1

Hs
∂Ψ

∂φ
, uφ = −

1
H
∂Ψ

∂s
, uz =

dH
ds

z
H2s

∂Ψ

∂φ
.

We have non-dimensionalised the core to have a radius of one (from 3480 km), and
H =

√
1 − s2; (s, φ, z) are cylindrical coordinates.

To ensure that the flow is finite and satisfies the impenetrable condition ur = 0
on the CMB, we require that ∂Ψ/∂φ = 0 at s = 1. This is because when z = H:

rur = sus + zuz = ∂Ψ/∂φ
[ 1
H
−

1
H

]
= 0

except possibly at s = 1 when H = 0. When s = 1, uz = 0 but us is undefined
unless ∂Ψ/∂φ = 0 (and for which us = 0 there). This condition can also be derived
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through considerations of flux: a fluid that is incompressible must have the same
azimuthal flux through any meridional slice. This follows simply by considering
the (zero net) azimuthal flux into and out of an infinitesimal wedge of fluid, and
noting that the boundaries are impenetrable. Thus

∂

∂φ

∫ 1

0

√
1 − s2uφ(s, φ)ds = 0 (3.14)

which recovers the previously derived condition.
In order to define a localised flow, as in Livermore et al (2017) we define Ψ by

the real part of the modal sum

Ψ =

M∑
m=0

am eimφ
∫ s

0
Φm(ρ)

√
1 − ρ2 dρ, Φm(s) =

[ √
1 − s2 e−β

2
− cm

]
sm+1

where M is the maximum wavenumber, am are complex coefficients to be deter-
mined, β denotes s−ri

δ where ri is the non-dimensional inner-core radius 1221/3480
and δ is the prescribed jet width.

The constants cm are determined through imposition of the boundary condition
on each Φm, ∫ s

0
Φm(ρ)

√
1 − ρ2 dρ = 0

for each Fourier mode individually. For convenience we also apply this to the
m = 0 mode for which the boundary condition is actually automatically satisfied.

Each Fourier mode of flow then has an azimuthal component proportional to
Φm(s) which is localised to the tangent cylinder. Note that there are two factors of√

1 − s2 in the analytic prescription of the flow. One stems from the factor of H in
the azimiuthal component of the QG flow, the other in the definition of Φm simply
enables analytic integration to find Ψ which is convenient and does not affect the
structure of the flow significantly. The factor of sm+1 ensures that the flow is regular
on the rotation axis, and it can be shown that the flow is everywhere continuous.

The tangent cylinder is located at colatitude 90−cos−1 ri ≈ 21◦, and we restrict
our interest to 10◦–30◦ colatitude (in the North) and correspondingly 150◦–170◦ in
the south that encompasses the important dynamics.

The target function is minimised over both northern (N) and southern (S) re-
gions assuming that both δ and M are prescribed, which then determines the un-
known modal coefficients by

RN+S =

∫ 2π

0

∫ 30◦

10◦

(
S Vobs − S Vsyn

)2
sin θdθdφ+

∫ 2π

0

∫ 170◦

150◦

(
S Vobs − S Vsyn

)2
sin θdθdφ,

(3.15)
where S Vsyn is the synthetic SV as determined from the induction equation and
S Vobs is the radial component of secular variation from the observational model.
The synthetic SV is truncated to the same spherical harmonic degree as the ob-
served SV. The global minimum is simple to find as the target residual RN+S is
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quadratic in the 2M + 1 unknown coefficients and the optimum choice is uniquely
determined.

Fig. 3.20 shows the structure of the inferred jet in 2020 using CHAOS-7.8
defined with M = 1, which is described by just three unknown coefficients with
δ = 0.12.

Figure 3.20: Snapshot of the fitted jet flow in 2020.0 based on the geomagnetic
field model CHAOS-7.8.

Figure 3.21 shows the time-dependence of the best-fit jet (assuming M = 1 and
δ = 0.12) in terms of the longitudinal position and strength of the maximum flow,
for different truncations of SV. All values of truncation shown L = 13, 15, 16, 17
show an increase in jet speed up to the present day, with maximum values of about
50 km/yr. Higher truncations give higher speeds. However, there is not a clear con-
sensus in terms of the behaviour of the jet’s central longitude. At L = 17 the model
shows that the jet has been stationary at about 175◦E over the last two decades,
while the lower truncations show that the jet’s centre has been moving westwards
by about 1◦ per year. Because L = 17 is on the edge of what is resolvable in
CHAOS-7, the model at L = 16 is the most trustworthy and agrees with the models
at slightly lower truncation.

Conclusions

Changes in the magnetic field structure at high latitude led to the hypothesis of an
accelerating westwards jet (2000-2016) around the projection of the tangent cylin-
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der (Livermore et al, 2017). New geomagnetic field models, using Swarm data up
to 2021, show that the recent changes are consistent with a continued acceleration
of the jet up to 50 km/yr, whose centre is drifting westwards slowly at a rate of
about 1◦ per year.

3.6 Analysis of jet features in numerical models
4DEarth_Swarm_Core ESA project deliverable R-H.2

P. Livermore
University of Leeds

Following the discussion about an observational signature of high-latitude jets, we
now investigate numerical models for similar features. Of particular note is that the
geodynamo models of Schaeffer et al (2017) have strong westward-directed flow
near the north pole. Figure 3.22 shows two illustrative snapshots of the flow to
degree 30, taken from models S1 and S2 of Schaeffer et al (2017) which have both
been rescaled to dimensional velocities by the method of Lhuillier et al (2011).
The flow is depicted just underneath the core-mantle-boundary as the models obey
a non-slip condition at the boundary. The maximum values of the flow are about
100 km/yr, about double what is inferred for the Earth, and are generally focussed
within, rather than on, the tangent cylinder. It is of interest to quantify the SV
that such a flow would generate if it occurred in the Earth in the present day, for
comparison to the observed SV.

The frozen-flux approximation to the induction equation is

Ḃr = −∇H · (uH Br) (3.16)

where uH is the horizontal component of flow, and Br is taken to be the structure
of the field from CHAOS-7 from epoch 2015 (avoiding any possible end effects)
as shown in figure 3.23.
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Figure 3.21: Time series of the jet maximum longitude and strength as a function
of time, assuming CHAOS-7 using a main field at L = 13 and SV at (a) L = 17, (b)
L = 16, (c) L = 15 and (d) L = 13.
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Figure 3.22: The azimuthal component of the flow from the S1 and S2 model. The
orange circle shows the tangent cylinder.
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Figure 3.23: The radial field on the CMB in 2015 according to CHAOS-7. The
orange circle shows the tangent cylinder.
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Figure 3.24: The instantaneous radial SV from models (a) S1 and (b) S2, assuming
a magnetic field configuration taken from CHAOS-7 at epoch 2015 to degree 13.
The observed SV in 2015 according to CHAOS-7 is shown in (c). All figure parts
show the SV to degree 16.
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Parts (a) and (b) of figure 3.24 show a strikingly different pattern of SV: both
show patches of alternating positive and negative signal but offset to each other.
This difference is caused by the fact that flows S1 and S2 used have maxima in
slightly different places. Flow S1 is largely confined inside the tangent cylinder,
and creates a pattern of SV by advecting the polar flux patches inside the tangent
cylinder. Flow S2 is offset and has high speeds both on and slightly outside of
the tangent cylinder at around 180◦E. For this model, the high-latitude flux patches
outside the tangent cylinder are advected, creating a similar signature to the present
day-SV in this region. However, the flow S2 closes within the tangent cylinder,
causing strong polar SV around 0◦E which is not seen in the geomagnetic field.

The circumpolar structure of the westwards-directed flow S2 thus creates a
signature comparable to the geodynamo around 180◦E, but the stark difference
around 0◦E means that it is unable to explain the observed SV. The high-latitude
structure in both models S1 and S2 is driven by thermal winds, so perhaps this
mechanism is not that occurring in Earth to drive the observed pattern of SV. By
comparison, the high-latitude jet of Livermore et al (2017) is not circumpolar and
is localised in azimuth, and requires a return flow which is not confined to high-
latitude.

3.7 Jet evolution of decadal timescales
4DEarth_Swarm_Core ESA project deliverable R-H.3

P. Livermore
University of Leeds

3.7.1 High latitude jets in core-flow inversions

The study of Livermore et al (2017) proposed a westwards-directed high latitude
jet, based on a localised fit to geomagnetic field change. The jet they propose
largely agrees with other studies of core-flow inversion, and forms part of a global
gyre that circulates fluid across the core from polar to equatorial regions (Pais and
Jault, 2008; Gillet et al, 2015; Baerenzung et al, 2016). It is of interest to focus
however on the changes to the high-latitude core-flow over the last decade.

The study of Gillet et al (2019) proposed a new core-flow model and inves-
tigated the behaviour at high latitudes, and showed that the flow in the northern
polar region attained strong values of up to 40 km/yr around 2010, similar to the
proposed jet at 2016, although with only a small acceleration. Since 2010, the
model shows a decline in high-latitude flow speed, which is not consistent with
the localised analysis of deliverable R-H.1. Similar conclusions were reached by
Bärenzung et al (2018), who showed in their flow model a decadal increase to about
25 km/yr at northern high-latitudes, but post 2010 a decrease.
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Since all flow inversions are inferred from secular variation, it is therefore of
interest to look in detail at the recent changes of high-latitude SV.

3.7.2 Current trends of high latitude secular variation

The northern high latitude region is the site of some of the largest secular varia-
tion on the core-mantle boundary (see figure 3.25) identifiable from global field
models such as CHAOS-7.7 (Finlay et al, 2020). The SV forms a distinctive daisy-
chain structure around the tangent cylinder, the imaginary cylinder coaxial with
the Earth’s rotation axis and tangent to the solid inner core (as marked in orange
at a latitude of about 69◦ N on figure 3.25). Over the course of the last twenty
years, the figure shows that the high latitude SV has strengthened, particularly in
the band between 60-80◦N, which according to the CHAOS-6 model between 1999
and 2016 may have been caused by an accelerating westwards jet (Livermore et al,
2017) localised to northern high-latitude. Part (d) of the figure shows that the trend
of strengthening SV continues up to 2020, which suggests that high latitude flows
may still be accelerating.

Figure 3.25: Snapshots of radial secular variation 2005-2020 on the core-mantle
boundary at degree 17 according to CHAOS-7.7. The intersection of the tangent
cylinder with the CMB is marked on in orange.

To investigate the structure of the high latitude SV over the last few years, re-
stricting attention to 60-80◦N (i.e. 10-30 degrees colatitude) and for all longitudes,
figure 3.26(a) shows the maximum absolute radial secular variation for degrees 13
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– 17, from the CHAOS-7.7 model. For the same magnetic field structure, higher
values of SV would in general require a faster flow (assuming frozen-flux) to ex-
plain it, so the maximum value of SV is in this sense a proxy for the local flow
speed. As expected, higher truncations (i.e. more structure) show higher maxima
at any specific time, and for degrees 16 and 17 there is a monotonically increas-
ing trend of SV from 1999 to 2021. For degree 13, the degree to which the main
geomagnetic field can be imaged, the increasing trend 1999-2015 changes to one
which is quasi-steady from 2015 onwards. Figure 3.26(b) shows the equivalent
plot but for the southern polar region. Interestingly the general trend is decreasing
with time, rather than increasing. Importantly, for the majority of the era 1999
onwards, the maxima are much smaller (about a quarter) compared to those in the
north, suggesting that the local flow is much weaker in the southern polar region.
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Figure 3.26: The variation of maximum absolute values of radial secular variation
with time according to CHAOS-7.7, for different truncations, in the northern polar
latitude band 60-80◦N (a) and for the equivalent southern polar band (b).

To assess the robustness between models of the increasing trend of SV at high
latitude, figure 3.27 presents a comparison between the CHAOS-7.7 model (Finlay
et al, 2020) and Kalmag (Baerenzung et al, 2020), built using very different frame-
works. Although CHAOS-7.7 has stable SV up to degree 17, Kalmag has stable
SV only to degree 16, hence we have restricted both models to this resolution. The
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figure shows that both models agree well for the majority of 1999 onwards for de-
gree 13. At degree 16, the two models largely agree until about 2016 when they
begin to diverge: the Kalmag model showing a decrease in the maximum SV, com-
pared with CHAOS-7.7 which shows a continual increase. Thus although based
on comparable data, the two models do not agree on the trend of high latitude SV
within the last few years at degree 16.
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Figure 3.27: A comparison of the maximum absolute secular variation at high
latitude (10-30◦ co latitude) for the Kalmag and CHAOS-7.7 models at degrees 13
and 16.

Compared to CHAOS-7.7, the Kalmag model produces more moderate SV to-
wards the end of the model, particularly at high degree. This could be due to one of
three reasons: (i) CHAOS-7.7 systematically overestimates, (ii) Kalmag systemat-
ically underestimates, or (iii) by chance: the specific structure of the raw dataset on
which both models are based towards 2020 causes a one-off divergence in the mod-
els that is not due to any systematic bias. To investigate this, figure 3.28 shows the
maximum absolute radial secular variation for Kalmag, CHAOS 7.7, and Kalmag
model variants constructed by stopping the assimilation of data in 2018.0, 2019.0
and 2020.0 (courtesy J. Barenzung), defined respectively up to 2018, 2019 and
2020. All models show that an early truncation of the data causes lower values of
the maximum SV; for example, the model constructed with data up to 2019 shows
increased SV up to 2018 compared with the model constructed using data only up
to 2018. Figure 3.29 shows the SV power up to degrees 13 and 16: again the ab-
sence of data has a significant effect on the power close to the end of the timeseries,
particularly at l = 16.

The Kalmag model provides a distribution with associated error for each Gauss
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Figure 3.28: A comparison of the SV power up to degree l = 16 for CHAOS-7.7,
Kalmag, and Kalmag variants constructed by stopping the assimilation of data in
2018.0, 2019.0 and 2020.0.

coefficient, and is constructed using a second order auto regressive methodology
for the SV. Because there is nothing known a priori about the sign of any SV Gauss
coefficient, in the model each coefficient is characterized by a zero mean in the
absence of data. Because of the way the model is constructed, the model coeffi-
cients have a non-temporally-local dependence on the data. Towards the end points
of the model when the data constraints are less, the model always reports values
of SV closer to zero than it might otherwise, effectively under-estimating the SV.
This end-effect apparently occurs about 4 years before the model end at l = 13
and about 8 years at l = 16. For example, the power in SV to degree 13 at 2015
might be estimated by any of the curves in figure 3.29, all of which contain data be-
yond 2015. Yet the curve obtained by including data to 2019 shows a higher value
than that containing data only to 2018; the curve obtained by using data to 2020 is
similar to that for 2019, suggesting that the value for 2015 is now converged: but
requires data 4 years beyond the target date. Thus the Kalmag models (to degree
13) systematically appear to provide only lower bounds of maximum secular vari-
ation within 4 years of their end date: thus we cannot use Kalmag to estimate the
maximum SV using data to 2020 from 2016 onwards.

To contrast this with the CHAOS models, figure 3.30 shows a variety of the
CHAOS variants plotted over their defined time windows, along with CM6 (Sabaka
et al, 2020). The models do not exactly agree because of the slightly different
choices in model configuration and data selection, but they all show a consistent
upwards trend with no decrease in recent years. In CHAOS-7.7 the model is fit
using a penalised least-squares method, regularised by the 3rd time derivative of the
field over the model duration, and by the second time derivative at the end points
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Figure 3.29: A comparison of the SV power up to degrees (a) l = 13 and (b) l = 16
for Kalmag, and Kalmag variants constructed by stopping the assimilation of data
in 2018.0, 2019.0 and 2020.0.

at 1997.1 and 2020.1. Thus the SA is damped towards the end points meaning
that the SV will favour constant values in the presence of fewer data. Evidence of
smaller SA at 2020 can be seen in figure 3.31, although we note that the smaller
values of SA at 2020 could be data-driven (there is no way to tell). Overall, any
model bias of CHAOS-7.7 at the end points is towards constant SV, but even this
appears to be slight and temporally localised (figure 3.30 shows no systematic end
point effects). Kalmag biases models towards zero SV within a 5 year vicinity of
the end points, and is therefore not a useful indicator of present-day SV.

In conclusion, end point affects can be very important when the core-flow
model is sensitive to high values of SV. The Kalmag model cannot be used for
localised high-latitude flow estimation within about 8 years of the end-point epoch.
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Figure 3.30: A comparison of the maximum radial secular variation in the CHAOS
models compared with CM6.
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Figure 3.31: Snapshots of radial magnetic field acceleration 2017-2020 on the core-
mantle boundary at degree 15 according to CHAOS-7.7. The intersection of the
tangent cylinder with the CMB is marked on in orange.
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4.1 The QG model using the Lagrangian formalism
4DEarth_Swarm_Core ESA project deliverable R-F.1 and R-F.2

F. Gerick1, D. Jault1 and J. Noir2

1ISTerre Grenoble, 2ETH Zurich

This deliverable is contained in the following publication: F. Gerick, D.
Jault, J. Noir and J. Vidal, Pressure torque of torsional Alfvén modes act-
ing on an ellipsoidal mantle, Geophys. J. Int., 222(1), 2020, 338–351,
https://doi.org/10.1093/gji/ggaa166

abstract:

We investigate the pressure torque between the fluid core and the solid mantle
arising from magnetohydrodynamic modes in a rapidly rotating planetary core. A
2-D reduced model of the core fluid dynamics is developed to account for the non-
spherical core–mantle boundary. The simplification of such a quasi-geostrophic
model rests on the assumption of invariance of the equatorial components of the
fluid velocity along the rotation axis. We use this model to investigate and quantify
the axial torques of linear modes, focusing on the torsional Alfvén modes (TM)
in an ellipsoid. We verify that the periods of these modes do not depend on the
rotation frequency. Furthermore, they possess angular momentum resulting in a net
pressure torque acting on the mantle. This torque scales linearly with the equatorial
ellipticity. We estimate that for the TM calculated here topographic coupling to the
mantle is too weak to account for the variations in the Earth’s length-of-day.
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4.2 Boundary conditions at the tangent cylinder for the
quasi-geostrophic model
4DEarth_Swarm_Core ESA project deliverable R-G.1

L. Chen1, D. Jault1, P. W. Livermore2
1ISTerre Grenoble, 2Leeds University

4.2.1 Introduction

Quasi-geostrophic (QG) motion describes the near balance between the pressure
gradient and the Coriolis force when the inertia also contributes. In the Earth’s
outer core, the Alfvén torsional wave (TW) represents a type of axisymmetric QG
motion that relates the fluctuation of the core flow to the background field (Jault
and Finlay, 2015). Because TW has a period of approximately 6 years (Gillet
et al, 2010), we can take advantage of the high-quality geomagnetic field data from
satellite missions such as Swarm, and infer the core flow from there. An approxi-
mate solution for TW propagating in irregular domain can be derived assuming the
change of cross section is gradual (Lighthill, 2001; Morse and Feshbach, 1953),
and the amplitude of TW is given by

A(s, t) =
C
√

mVA
exp

[
±i

∫ s

s0

ω

VA
ds

]
, (4.1)

where s is the axial distance, h =
√

1 − s2 is half-height of the geostrophic cylinder,
m = s3h is an auxiliary variable, ω is the frequency, and VA is the Alfvén speed.
One can easily see that this expression diverges when either s → 0 or h → 0. A
less obvious location is the tangent cylinder (TC) where the geostrophic cylinder
intersects with the inner core (IC). There are two related issues here: first, the
profile of the IC causes the cross section to change so (4.1) may break down even
if s, h , 0; second, the boundary condition at the tangent cylinder is not well
understood. Since TC is not a solid barrier, (4.1) may not hold.

4.2.2 2D analytical model

We briefly considered 2D Cartesian models where the profile of the inner core can
be ignored. The inner core is treated as a thin layer with negligible height, see
Figure 4.1. However, QG flow is z invariant which means there is only one allowed
TW solution on one side of TC (x ≥ b+), but there could be two separate solutions
on the other side (x ≤ b−). This apparent discontinuity is difficult to overcome.
One possible extension is to include the boundary layers. Even though previous
studies have considered static shear layers (Livermore and Hollerbach, 2012), or
simply a static boundary (Gillet et al, 2017), the boundary condition at TC remains
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Figure 4.1: An illustration of 2D model with a thin flat inner core. Solution in
region II and III are considered independent.

a bottleneck for travelling waves. As mentioned in the proposal for deliverable
R-G, we switch to 3D numerical models for empirical data.

4.2.3 3D numerical models

We simulate the propagation of TW across TC in a spherical shell model with the
fluid domain [0.3509, 1] and the magnetic field domain [0.05, 1.025]. We use a
Gaussian wave packet with rms width d. More details about the model set-up and
main results are described in deliverable R-H. 4. We will only highlight the proper-
ties relevant to deliverable R-G.1 here. We find that actually 3D simulations do not
support a localized boundary layer at TC. Instead, we find most wave energy has
been transmitted, see Figure 4.4 for one example with a conducting inner core and
a conducting lower mantle. When the background field has equatorial asymmetry,
we could obtain two separate TW above and below the inner core, see Figure 4.5.
The reflection remain weak for this case even though the rms width of the wave
pulse is large. In general, we find thinner wave pulses are less reflected regardless
of the magnetic diffusivity of the inner core or the mantle. For the complete data
set, see Chen et al (in prep.).

4.2.4 Conclusion

We find through 3D numerical simulations (task overlaps with R-H. 4) that TW is
mostly transmitted through TC. The reflection depends on the width of the wave
pulse but remains weak for waves that are comparable or less wide than the in-
ferred core flow (initial wave pulse has rms width d ≤ 0.2R where R is the core
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Figure 4.2: The uφ profile at z = 0.3509 (just touches the top of the inner core)
expressed in terms of the axial distance s and time t for run no.28, the inner core
and the outer core magnetic diffusivity ratio ηg/η = 1, and the mantle and the
outer core magnetic diffusivity ratio ηm/η = 3.13 × 10−5, Pm = ν/η = 0.04, see
deliverable R-H.4 for more details about the model set-up. Weak reflection is seen
at TC (indicated by the dashed line) for this case.

Figure 4.3: The uφ profile at t = 450 for run no.36, ηg/η = 1, ηm/η = 103,
Pm = ν/η = 0.04, see section R-H.4 for more details about the model set-up. TW
could split at TC under the influence of an equatorially asymmetric background
field without an obvious static shear layer.



118 CHAPTER 4. QUASI-GEOSTROPHIC MODELING

radius). The boundary condition at TC is not a localized “layer” as previously
thought. Even though previous QG models did not address the inner core, we can
still accept them as approximated solutions. There could be, however, hemispheri-
cal difference inside TC when the background field is equatorially asymmetric.
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4.3 QG Magneto-Coriolis modes matching a potential
field at the core surface
4DEarth_Swarm_Core ESA project deliverable R-G.1

F. Gerick1, D. Jault1, J. Noir2 and N. Gillet1
1ISTerre Grenoble, 2ETH Zurich

This deliverable constitutes an extension to R-G.1. It concerns the discovery of
QG Magneto-Coriolis modes on interannual periods, in a framework where the
magnetic field satisfies the condition of a potential field at the core surface. It is
contained in the following publication: F. Gerick, D. Jault and J. Noir, Fast Quasi-
Geostrophic Magneto-Coriolis Modes in the Earth’s Core , Geophys. Res. Lett.,
48, doi: https://doi.org/10.1029/2020GL090803 (2021)
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abstract:

Fast changes of Earth’s magnetic field could be explained by inviscid and diffusion-
less quasi-geostrophic (QG) Magneto-Coriolis modes. We present a hybrid QG
model with columnar flows and three-dimensional magnetic fields and find modes
with periods of a few years at parameters relevant to Earth’s core. For the simple
poloidal magnetic field that we consider here they show a localization of kinetic
and magnetic energy in the equatorial region. This concentration of energy near
the equator and the high frequency make them a plausible mechanism to explain
similar features observed in recent geomagnetic field observations. Our model
potentially opens a way to probe the otherwise inaccessible magnetic field structure
in the Earth’s outer core.

Furthermore, a discussion of QG MC modes, either solution to the eigen-
problem or as retrieved in geodynamo simulations, can be found in the follow-
ing review paper: N. Gillet, F. Gerick, R. Angappan and D. Jault, A dynamical
prospective on interannual geomagnetic field changes, Surveys in Geophysics (ac-
cepted)

abstract:

Geomagnetic observations from satellites have highlighted interannual variations
in the rate of change of the magnetic field originating from Earth’s core. Downward
continued to the core surface, these variations primarily show up in the equatorial
belt. First, we recall the main characteristics of these patterns, addressing their
spatio-temporal resolution, as seen from field models. We then review the several
dynamical frameworks proposed so far to understand and model these observa-
tions, which populate the frequency spectrum on time-scales close to the Alfvén
time τA ≈ 2 yr, much shorter than the vortex turn-over time τU ≈ 150 yr in Earth’s
core. Magnetic-Archimedes-Coriolis (MAC) waves in a stratified layer below the
core surface constitute a first possibility in the case of a sub-adiabatic heat flux
at the top of the core. Their period may reach the interannual range for a layer
thickness less than ≈ 30 km, for a buoyancy frequency of the order of the Earth’s
rotation rate. An alternative has been proposed in a context where the Coriolis
force dominates the momentum balance, rendering transient motions almost in-
variant along the rotation axis (quasi-geostrophy, QG). Torsional Alfvén waves,
consisting of axisymmetric QG motions, operate at periods similar to the Alfvén
time, but are not sufficient to explain the interannual field changes, that require
non-axisymmetric motions. QG Alfvén waves (involving the Coriolis and mag-
netic forces) constitute another possibility, with inertia playing an important role.
They have been detected in the latest generation of geodynamo simulations, prop-
agating in an ubiquitous manner at a speed slightly less than the Alfvén velocity.
They are localized in longitude and as a result their description requires high az-
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imuthal wave number. But the branch of QG waves with large extent in azimuth is
also worth considering, as it reaches interannual periods as their radial wavenum-
ber is increased. The excitation of such high frequency dynamics is discussed with
respect to the temporal spectrum of the core field, which presents a slope ∼ f −4

for periods approximately between τA and τU . We finally summarize the main
geophysical implications of the existence of this interannual dynamics on core and
lower mantle structure, properties, and dynamics.
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4.4 On the use of the horizontal component of the induc-
tion equation in QG core flow reconstruction
4DEarth_Swarm_Core ESA project deliverable R-D.2

N. Gillet1, D. Jault1
1 ISTerre Grenoble

For recovering core surface flows, most studies so far have only considered the
radial component of the induction equation at the core surface,

∂Br

∂t
= −∇h · (uhBr) + η∇2Br , (4.2)

where uh is the horizontal flow, Br the radial field, and η the magnetic diffusivity
(Holme, 2015). We use here spherical coordinates (r, θ, φ). The above equation is
often considered as a linear problem, where the rate of change of Br (or secular
variation, SV) is stored in a vector Drġ (with Dr a radial derivation operator and ġ
SV Gauss coefficients), the flow is described by the vector of unknowns x0 (often
toroidal and poloidal flow coefficients), so that equation (4.2) takes the form

Drġ = A0
r x0 + er , (4.3)

with er an observation error vector (which may also account for diffusion and sub-
grid processes), and Ar a forward operator that depends on Br, i.e. on the vector g
that stores Gauss coefficients at the core surface. g and ġ are considered as inde-
pendent.

The main reason for neglecting the horizontal component is because, con-
trary to the radial component, it was thought to be discontinuous accross magnetic
boundary layers below the core surface (Braginsky, 1984; Jault and Le Mouël,
1991). Furthermore, for an insulating mantle, all three components derive from the
same potential above the core surface (of radius r = c), so that there is formally not
more information contained in the entire field B than in its radial part Br. Finally,
it can be shown that the horizontal component of the magnetic field at the core
surface is not only related to uh, but also to the radial shear ∂ruh below the core
surface (Lloyd and Gubbins, 1990; Bloxham and Jackson, 1991). The horizontal
induction equation takes the form

Dhġ = A0
hx0 + A1

hx1 + eh , (4.4)

where the vector x1 stores coefficients for the radial shear below the surface, eh is an
error vector, operators A1

h and A0
h depend on g, and Dh is the horizontal derivation

operator. Then when adding a constraint from the horizontal induction equation,
one also increases the number of unknowns.
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However, the predominance of quasi-geostrophic (QG) flows in advanced geo-
dynamo simulations (e.g., Aubert and Gillet, 2021) may lead to reconsider the sit-
uation. Indeed, QG motions being columnar, their description in the whole volume
of the core is entirely set by their description either within the equatorial plane,
or at the core surface. In the QG approximation, incompressible flow motions are
defined by a stream function ψ(s, φ) that only depends on two spatial coordinates
(Schaeffer and Cardin, 2005):

u(s, φ, z) = ∇ψ × ∇
( z

H

)
=

1
H
∇ × (ψ1z) +

βz
sH

∂ψ

∂φ
1z . (4.5)

We use here cylindrical polar coordinates (s, φ, z). Then, knowing the flow at the
surface, we also know its radial shear, and there exist a linear operator G such that

x1 = Gx0 , (4.6)

so that Equation (4.4) can be formally re-written as

Dhġ =
(
A0

h + A1
hG

)
x0 + eh . (4.7)

We end-up with a new constraint, but with the same number of unknowns as in the
usual core flow inverse problem. This way we think it is possible to significantly
improve the spatial resolution of core flow models. Implicitely, this approach as-
sumes there is no magnetic boundary layer below the core surface, as suggested by
the recent study of Magneto-Coriolis eigen-modes by Gerick et al (2021).

For an operational implementation, we nevertheless face several choices, that
we list below.

1. A first alternative concerns the way one should use the information contained
into (4.7). Either we consider it as an extra source of data (pretending we
do not know that Dhġ and Drġ come from the same Gauss coefficients), or
we seek for the physical constraint to which (4.7) correspond. The latter
appears more satisfying intellectually, and this is the one we would favor, as
considering cross-covariances between the horizontal and radial components
of the SV in r = c would lead to a degenerated set of equations.

2. A second question should also be addressed: to which level shall we trust
the constraints from (4.7)? Even though there has been an extensive re-
search (e.g., Pais and Jault, 2008; Baerenzung et al, 2016; Gillet et al, 2019)
concerning the relative importance of er in equation (4.3), the corresponding
issue for eh is an entirely open area.

3. A third issue that we must face is the choice of mathematical representation
for the flow. A QG flow can be described through ψ(s, φ) in the equatorial
plane, but the constraints due to the induction equation to be satisfied are
naturally expressed at the spherical surface. The latter has been the most
used so far, but the former (Maffei et al, 2017; Holdenried-Chernoff et al,
2020) presents the advantage to require one less spatial derivative (and this
may be an advantage for numerical stability).
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4. Last but not least, the absence of magnetic boundary layer would imply a
single viscous layer for both u and B, carried by the flow. This may be
justified in the limit where the magnetic Prandtl number Pm = ν/η � 1
(with ν the kinematic viscosity), as the jump of B accross the layer evolves
as P1/2

m for an insulating mantle (Schaeffer et al, 2012). However, this effect
may bias interpretations based on dynamo simulations, where

√
Pm is not so

weak (≈ 0.09 in the 71%-path dynamo by Aubert and Gillet, 2021).

We have so far performed the numerical implementation and validation of the
radial equation (4.3) while describing the unknowns in the equatorial plane. The
implementation of the horizontal component is underway. This constitutes the PhD
project of Ilya Firsov, who arrived at ISTerre in November 2020. Two scalars
describe the field below the core surface (the toroidal T and poloidal S scalars),
while only one is enough in r = c (the potential field). Equation (4.7) is thus
equivalent to two constraints:

1. a first one stating that there is no radial electrical current in r = c (that
impacts T );

2. a second one stating that the dynamo field must match a potential in r = c
(that impacts S ).

This way we shall transform (4.7) into two constraints of the form

Wġ = QS (g)x0 ,

0 = QT (g)x0 . (4.8)

Once implemented numerically, while describing the flow through ψ(s, φ), it will
be possible to invert (4.3) under the linear constraints (4.8). These shall be imposed
using a weak formalism, in order to explore the impact of such constraints on the
recovery of core motions. In principle, we foresee no technical difficulty. However,
the recovered solutions might be very sensitive to the degree of satisfaction for the
above constraints. This very issue might be tested and validated using outputs from
geodynamo simulations the closer to Earth conditions.
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4.5 Conductance of the lower mantle and reflection of tor-
sional waves
4DEarth_Swarm_Core ESA project deliverable R-G.2

D. Jault
ISTerre Grenoble

Investigation of torsional waves and of their coupling with the electrically conduct-
ing mantle is rewarding by itself. We consider it equally as a necessary step before
studying the influence of an electrically conducting mantle on the propagation of
Magneto-Coriolis waves in the equatorial region of the fluid core. Hopefully, we
will have more observational constraints on MC modes in the equatorial region
than on torsional modes.

Non axially symmetric motions predominate indeed in the core surface veloc-
ities at subdecadal periods. In a recent work (Gillet et al, in rev.), we have in-
terpreted these non-axisymmetric velocities as the signature of Magneto-Coriolis
modes of low azimuthal wave numbers. The analysis rests on the CHAOS-7 field
model based on satellite data for the last 20 years and the modes can be detected in
the equatorial region of the core surface, where they have large latitudinal length
scales. Similarly to the torsional waves, these modes consist of coupled velocities
and magnetic fields. The velocities are quasi-geostrophic and the magnetic field
matches with a potential field at the core mantle boundary, as appropriate for an
insulating mantle (see also report R-F.1 and Gerick et al, 2021). The study gives an
approximate dispersion relation for the Magneto-Coriolis modes that generalizes
the dispersion relationship for torsional waves.

Torsional waves are special Alfvén waves. As such, they show equipartition
of kinetic and of magnetic energy. The velocity component of a torsional wave is
geostrophic and its amplitude depends only on the distance s to the rotation axis.
According to 3D numerical simulations, the reflection of the wave at the equator
depends on the magnetic Prandtl number Pm = ν/η (where ν is the kinematic
viscosity and η the magnetic diffusivity) and on a parameter that we will denote Q
and that is function of the electrical conductivity of the lower mantle:

Q =

√
µ0

ρ
B0

∫
mantle

σ(r)dr (4.9)

where B0 is the radial component of the magnetic field at the core-mantle boundary
next to the equator and σ(r) is the electrical conductivity of the mantle. Schaeffer
et al (2012) and Schaeffer and Jault (2016) found an analogy between the reflection
of Alfvén waves on a flat wall and the reflection of torsional waves in a spherical
shell at the equator of the outer boundary. There is full absorption for either Pm = 1
of Q = 1. Above these values, the reflected wave has a different sign from the in-
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coming wave. The influence of Pm is important inasmuch we are interested in
numerical simulations of the geodynamo, for which Pm is often O(1). Conversely,
Pm is O(10−6) in planetary cores and we do not expect this parameter to govern the
reflection of torsional waves in the Earth’s core. We can assume that the reflection
of torsional waves is governed by the electrical conductivity of the mantle, as mea-
sured by the parameter Q. Gillet et al (2017) estimated it from the amplitude of
the axisymmetric motions at the core surface and the value of the torque needed to
account for the observed variations in the length of the day at subdecadal periods.
They found Q ∼ 0.3. Using this value of Q, they built time series of geostrophic
motions that obey the 1D torsional wave equation and found that they compare well
with the time series of axisymmetric motions inverted from geomagnetic data.

The analysis of Gillet et al (2017) relies on the validity of the 1D equation
governing the torsional waves. They find that the reflection does not occur suddenly
at the equator but progressively as the height of the tangent cylinder H vanishes,
H → 0 as s → 1, where s is the distance to the rotation axis and the core radius
is the unit of length. Gillet et al (2017) benchmarked the 1D simulations against
the results of Schaeffer and Jault (2016). They found good agreement for Q ≤ 1,
including total absorption at Q = 1, but poor agreement for Q & 3. This cast some
doubt on the 1D-modelling. In addition, the 1D model did not capture well the
change in the reflection coefficient as a function of Pm.

In this study, we first observe that P1/2
m and Q play exactly the same role in the

1-D equation. We also put forward an explanation for the ineffectiveness of the
torsional wave model when Q or Pm are O(1) or larger. The model leaves aside
the mechanism by which the magnetic and velocity fields satisfy their respective
boundary conditions at the fluid-solid interface. The difficulty can be circumvented
when either Q � 1 or Q � 1 because then either the magnetic field is enslaved to
the velocity field or vice-versa. When Q � 1, the boundary condition bears on the
velocity uG(s), which has to vanish at the equator, lims→1 uG(s) = 0. Because the
velocity we invert from magnetic data does not satisfy this condition, we conclude
Q < 1.

4.5.1 Hartmann layer, torsional wave equation as a function of Pm

Schaeffer et al (2012) used as reference case one-dimensional Alfvén waves trans-
verse to a uniform magnetic field B0 reflecting on a plane perpendicular to the
background field. Then, there is symmetry between the equations for the velocity
and magnetic fields:

∂u
∂t

=
∂b
∂x

+
P1/2

m

Ha
∂2u
∂x2

∂b
∂t

=
∂u
∂x

+
P−1/2

m

Ha
∂2b
∂x2

(4.10)

where the magnetic field has been scaled to Alfvén wave unit (VA = B0/
√
µ0ρ), Ha

is the Hartmann number Ha = B0L/
√

(µ0ρην) and L a typical length scale. Then,
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we can introduce the Elsasser variables h± = u ± b. We have

∂h±
∂t

= ±
∂h±
∂x

+
P1/2

m + P−1/2
m

2Ha
∂2h±
∂x2 +

P1/2
m − P−1/2

m

2Ha
∂2h∓
∂x2 (4.11)

We assume S � 1. Outside the boundary Hartmann layer, we obtain the
d’Alembert equation

∂h±

∂t
= ±

∂h±

∂s
(4.12)

with solution
h± = h0 exp(ik(x ± t)) (4.13)

If we consider the fluid domain x ≥ 0, with the wall at x = 0, h− represents the
incoming wave and h+ the reflected wave. For Pm = 1, the equations for h+ and
h− are independent. There is no transformation from h− into h+ and the incoming
wave is fully absorbed at x = 0. Schaeffer et al (2012) drew a parallel between
the plane tangent to spherical core-mantle boundary and a flat wall. As a matter
of fact, there is a nice agreement between the reflection coefficient predicted from
the flat wall model and the coefficient estimated from numerical simulations in a
spherical shell.

In order to calculate the reflection coefficient on a flat wall, we have to look at
the solution within the boundary layer. There, we can neglect the spatial deriva-
tives in comparison with the time derivative. Using L−1 as dimension for the wave
number, we find

u, b ∝ exp (−Ha x) , b = P1/2
m u. (4.14)

For Pm � 1, the jump in the magnetic field across the boundary layer is negligible
in comparison with its value in the interior and the boundary layer accomodates
only a change in the velocity. For Pm � 1, the situation is the opposite. From the
expressions for the velocity and magnetic fields in the interior and in the boundary
layer and the boundary conditions (u = 0, b = 0) at x = 0, we obtain:

u1 =
1 − P1/2

m

1 + P1/2
m

u0 (4.15)

where u0 is the amplitude of the incoming wave and u1 the amplitude of the out-
going wave. There is a perfect symmetry between the velocity and the magnetic
fields that is lost in the equation for the propagation of torsional wave.

We derive the equations for torsional waves assuming the magnetic field is
enslaved to the velocity field. We shall use the values for the Earth’s core as a
guide for our model, allowing only for a change in Pm. Taking into account the
actual value of the radial magnetic field and the Earth’s rotation rate, the boundary
layer away from the equator is an Ekman viscous boundary layer slightly modified
in the presence of the magnetic field. Because the Earth’s rotation rateΩ enters this
description through its component normal to the boundary, the Ekman Hartmann
viscous boundary layer transforms into an ordinary Hartmann layer, next to s = 1,
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where s is the cylindrical radius. We choose the core radius as the unit of length
and s = 1 at the equateur. The half-height of the geostrophic cylinder is denoted
H with s2 + H2 = 1. It vanishes at the equator. Here, we restrict the study to the
vicinity of s = 1.

Braginsky (1970) included a thin conducting layer at the bottom of the mantle
in his study of torsional waves. Using dimensionless values, his expression for the
magnetic field at the bottom of the mantle becomes

bφ(s,H) = −Q sgn(Br)uφ(s) (4.16)

Similarly, the jump in the magnetic field is related to the jump in the velocity field
as

bφ(s,H) = −P1/2
m sgn(Br)uφ(s) (4.17)

Thus, taking into account the finite value of P1/2
m or of Q modifies the torsional

wave equation exactly in the same way.

4.5.2 Reflection of torsional waves in the sphere, analogy with El-
sasser variables

The torsional wave equation is usually constructed using the geostrophic veloc-
ity u(s)eφ as primary variable. We can always transform this second-order wave
equation into two coupled first-order equations. In the vicinity of s = 1, we can
further simplify them by assuming that the magnetic field is uniform. Finally, we
keep much of the interesting physics by considering only the axially-symmetric
s-component B = Bses of the field, with Bs uniform. Then, we obtain

∂u
∂t

=
1
m
∂(mb)
∂s

−
Qu
h2

∂b
∂t

=
∂u
∂s

(4.18)

with m = s3h and {B2
s} = 1. Here, b has been introduced as an auxiliary variable.

The boundary term −Qu/h2 accounts for all the variations of bφ next to the core-
mantle interface. Using (1 − s) � 1, the system of coupled equations can be
transformed into

∂u
∂t

=
∂b
∂s
−

b
h2 −

Qu
h2

∂b
∂t

=
∂u
∂s
.

(4.19)

Gillet et al (2017) discussed the reflection of torsional waves at the equator using
Elsasser variables, as introduced in the previous section

h+ = u + b, h− = u − b. (4.20)
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Using these variables, we have

∂h+

∂t
=
∂h+

∂s
−

1
2h2

(
(1 + Q)h+ + (Q − 1)h−

)
∂h−

∂t
= −

∂h−

∂s
−

1
2h2

(
(1 + Q)h+ + (Q − 1)h−

) (4.21)

or
∂h+

∂t
= −

∂h+

∂x
−

1
4x

(
(1 + Q)h+ + (Q − 1)h−

)
∂h−

∂t
=
∂h−

∂x
−

1
4x

(
(1 + Q)h+ + (Q − 1)h−

) (4.22)

with x = 1 − s. Again, the variable h− represents the incoming wave h− ∝
exp(−ik(x + t)) and h+ the reflected wave h+ ∝ exp(ik(x − t)). For k � 1 and
h = O(1) (away from the equator h = 0), h+ and h− evolve independently. As the
wave nears x = 0, there is transformation of the incoming wave h− into h+ except
if Q = 1. This explains the total absorption of the wave for Q = 1.

The transformation occurs progressively in the interior, not abruptly in the vis-
cous layer attached to x = 0. The singularity disappears for

lim
x→0

(
h+

h−

)
=

1 − Q
1 + Q

. (4.23)

The coefficient is the same as for the reflection of plane waves on a flat wall, placed
perpendicular to the direction of propagation.

The velocity and magnetic fields are prescribed by the torsional wave equation,
independently of the boundary condition that relates this two fields. According to
the classical approach, the velocity field is not affected by the boundary condition.
As a result, the magnetic field at the core mantle boundary is enslaved to the ve-
locity field. Although the exact mechanism by which the boundary condition is
enforced is not well determined, the symmetry between the velocity and magnetic
fields is broken.

In order to further illustrate this point, we can consider the case where Pm or Q
for that matter is much larger than 1. Then, the discontinuity across the Hartmann
layer is entirely magnetic. We discuss the equatorial region where we can take the
background magnetic field as uniform. We allow for variation of the velocity field
in the z-direction close to z = ±H. As a result we redefine u as

u =
1

2H

∫ H

−H
uφdz. (4.24)

We further assume (in the equatorial region where the background field is uniform)
that the magnetic field bφ is function of s only, b = bφ(s). Then, the coupled
momentum and induction equations

∂u
∂t

= Bs
∂b
∂s

(4.25)

∂b
∂t

=
Bs

H
∂

∂s
(Hu) +

1
2H2

(
uφ(H) + uφ(−H)

)
. (4.26)
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We end up with the same situation as before except that now uφ(H) is prescribed
by bφ(s); we only have to replace Q by Q−1 and P1/2

m by P−1/2
m . The reflection

coefficient for the magnetic field, which is now our primary variable, is

1 − Q−1

1 + Q−1 = −
1 − Q
1 + Q

. (4.27)

This is the expected result as the reflection coefficient for the magnetic field is the
opposite of the reflection coefficient for the velocity field.

4.5.3 Mantle electrical conductivity from time series of geostrophic
and quasi-geostrophic motions

We have put the study of Gillet et al (2017) on a firmer ground but we have not
revised the previous estimate of Q and of the mantle electrical conductivity:

Q = 0.3 3 × 107 . G . 108S . (4.28)

This gives a constraint on the maximum conductivity of the lowermost 100 km of
the mantle, which is not much restricted by the mantle filter times (Jault and Finlay,
2015). Time changes of the core angular momentum estimated from the time series
of the geostrophic velocity do balance the time changes of the mantle as inferred
from length-of-day series. We would expect the agreement to be better still for the
last 20 years when satellite data are available. As the time of writing this report, it
is not yet the case (see Figure 10 in Gillet et al, 2019). As a result, we are not in a
position to use the geostrophic motion time series to revise our estimate of Q.

Dumberry and More (2020) investigated the coupling between quasi-
geostrophic motions in the Earth’s core and lateral variations of the electrical con-
ductivity in the lowermost mantle. They argued that the time changes in the mag-
netic field are the weakest next to the most conducting regions in the lower mantle.
The interpretation is not direct as it relies on a quasi-geostrophic model defined
in such a way that the radial component of the magnetic field is exactly zero at
the core-mantle boundary (as in Labbé et al, 2015). Generalizing our study about
the influence of the mantle conductivity on torsional waves to its effect on quasi-
geostrophic Magneto-Coriolis modes may enable us to point at lateral variations in
the conductivity next to the equator.
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4.6 The effect of equatorially asymmetric background
field on the torsional wave propagation in the Earth’s
core
4DEarth_Swarm_Core ESA project deliverable R-H.4
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4.6.1 Introduction

At decadal time scales, the fluid dynamics inside the Earth’s core is strongly in-
fluenced by rotation. In this case, we can make quasi-geostrophic (QG) approxi-
mations where the flow is assumed to be invariant parallel to the rotational axis.
The torsional wave (TW) describes the oscillations of a particular type of QG flow
u and the perturbed magnetic field b as they interact with the background mag-
netic field B (Jault and Finlay, 2015). In cylindrical coordinates (s, z, φ), the TW
equation is

ρ
∂2ωg

∂t2 =
1

2π
1

s3µ0

∂

∂s

(
s3 ∂ωg

∂s
{B2

s}

)
, (4.29)

where uφ = sωg, and {B2
s} = (z f − zi)−1

∫ z f

zi

∮
B2

s dφ dz represents the averaged
contribution from the background field to the geostrophic cylinder extends from zi

to z f .
Across a special location called the tangent cylinder (TC) where the

geostrophic cylinder intersects with the inner core, two types of core flows have
been observed. Inside TC, high-latitude jets with a circular pattern (D-C.1) have
been inferred using high-resolution geomagnetic observations from the Swarm
satellite. The amplitude of the jets is much stronger than the typical inferred
core flow. There is also a hemispherical difference where the Northern jet has a
stronger signal. Outside TC, inversion models have shown TW propagates mostly
outwardly towards the equator (Gillet et al, 2010, 2015). While it is possible for
TW to be generated just outside TC (Teed et al, 2018)—hence explaining the out-
ward flow pattern, it is also possible that TW has been generated elsewhere but gets
strongly reflected at TC. Whether such a strong reflection occurs will undoubtedly
constrain the fluid dynamics inside TC. Therefore, rather than directly studying the
high-latitude jets, we focus on the propagation of TW across TC as a probe into the
possible interaction between the core flow and the surrounding geomagnetic field.

4.6.2 3D simulations

Unlike previous models which studied TW reflection at the bottom of the mantle
(Schaeffer et al, 2012; Schaeffer and Jault, 2016), at exactly TC we have just one
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point of contact with the solid inner core, and the rest is inside the fluid domain.
This poses a challenge as the boundary condition becomes singular (see also R-
G.1). We choose to run numerical simulations that allow boundary layers to form
so the magnetic field can be kept continuous. We consider a forward axisymmetric
model in a spherical shell using the XSHELLS code 1. The fluid motion is con-
trolled by the linearized Navier-Stokes equation and the induction equation given
below:

∂u
∂t

+ 2Ω ẑ × u = −∇P + ν∇2u + (∇ × b) × B, (4.30)

∂b
∂t

= (u · ∇)b + η∇2b, (4.31)

where Ω is the angular speed, P is the pressure, ν is the fluid viscosity, and η is the
magnetic diffusivity. The solenoidal condition applies: ∇ · u = ∇ · b = 0. The fluid
domain is [0.3509, 1], and the magnetic field extends into the inner core and the
mantle at [0.05, 1.025]. Most previous models about TW assumed an equatorially
symmetric Bs. From various geomagnetic field models, e.g.Finlay et al (2020), it
is clear that the Bs component is much more complex. Therefore, in this study, we
also allow equatorial asymmetry from the background field. We use an externally
sourced potential field,

B = −∇V = −
∑

l

Cl∇(rlY0
l ), (4.32)

where r is the radius, and Y0
l is the spherical harmonic function with degree l and

order 0. We vary the coefficients of l = 2 and l = 3 modes to control the amount of
asymmetry. The field component that contributes to TW is

Bs = −C2

√
5

4π
s −C3

√
7

4π
sz, (4.33)

where C2 and C3 represent the equatorially symmetric and anti-symmetric part of
Bs respectively, see Figure 4.4. The initial velocity is a Gaussian wave packet,

uφ(t = 0) = As2(1 − s)2 exp
[
−

(s − s0)2

d2

]
, (4.34)

where A is adjusted such that the maximal amplitude of uφ is normalized to 1 (Cox
et al, 2013), and for most runs the initial perturbed magnetic field b = 0. The wave
pulse is initially generated outside TC, and we run the simulation till the wave
pulse has crossed TC if that is possible. The wave response inside TC would tell
us about the possible link to the high-latitude jets, while the wave response outside
TC would inform us about whether strong reflection is possible.

1https://www.bitbucket.org/nschaeff/xshells/
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Figure 4.4: Bs component of the background field contains an equatorially sym-
metric part (l = 2) and an equatorially anti-symmetric part (l = 3). Left figure:
(C2,C3) = (1, 0) the quadrupole mode (l = 2). Right figure: (C2,C3) = (0, 1) the
octupole mode (l = 3).
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Figure 4.5: The uφ profile at t = 87.5, run no.6 (C2,C3) = (0.006, 0). The inner
core magnetic diffusivity ηg = η, and the mantle magnetic diffusivity ηm = 0. We
see the transient waves being emitted as TW passes by. The reflection at TC is
weak for thin initial pulses.

4.6.3 Three types of background fields

In our simulations we have three cases based on the type of symmetry. The param-
eters for selected runs are given in Table 4.2. For the complete data set, see Chen
et al (in prep.).

The equatorially symmetric case

Here we use just the l = 2 mode, i.e. C3 = 0. The propagation of TW in this
case is well understood in terms of Elsasser variables (Elsasser, 1946). However,
the effect of boundary in a spherical shell is not clear as we demand the magnetic
field to be continuous beyond the fluid domain. Previously it was thought that there
could be a diffusion layer below the mantle to compensate for the discontinuity in
TW. In contrary, we did not find such diffusive layer forming. We see a transient
wave being emitted at the core mantle boundary, also at the equator when the TW
pulse passes by, see Figure 4.5. We find weak reflection at TC that depends on the
rms width of the wave packet, for example run no.5 and no.6, see Figure 4.6.
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Figure 4.6: The uφ profile at z = 0.3509 (just touches the top of the inner core)
expressed in terms of the axial distance s and time t for run no.5 and no.6. Both
have (C2,C3) = (0.006, 0). The initial wave pulse has rms width d = 0.05 for no.5,
but for no.6 d = 0.01. The reflection at TC (indicated by the dashed line) is weak
but still differs in amplitude for these two runs.
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Figure 4.7: The uφ profile for run no.9 with (C2,C3) = (0, 0.016). The two arms
open up as time goes by. Left figure: t = 2.5. Right figure: t = 7.5.

The equatorially anti-symmetric case

Here we use just the l = 3 mode, i.e. C2 = 0. Interestingly, we observe two types
of fluid regime. One exhibits TW as expected; the other produces a body wave that
breaks down the QG assumption, which has not been studied before. The initial
wave pulse splits into two crossing arms in the shape of an X, and then gradually
open up, see Figure 4.7. When the arms open up, the center node is localized in
space. If the initial pulse is generated inside TC, we still observe the opening up of
the two arms without the center node, see Figure 4.8. The transition from TW to
this X-shaped body wave depends on both the local length scale and the strength
of the background field. Empirically we find the critical C3/d ratio to be ∼ 0.1
beyond which TW ceases to exist. In TW regime, very little reflection has been
found for runs with d ≤ 0.02.

The equatorially asymmetric case

Here we have both l = 2 and l = 3 modes. In our simulations, we find the amount
of asymmetry and the local length scale matters for the QG assumption to hold.
There is a transition point beyond which the z-invariance of the core flow breaks
down, i.e. the perturbed velocity field u no longer aligns with the geostrophic
cylinder, see Figure 4.9. The classic Lehnert number λ = |B|/(Ω

√
µρL) which
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Figure 4.8: The uφ profile for run no.13 with (C2,C3) = (0, 0.008). Left figure:
t = 5. Right figure: t = 15.
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Figure 4.9: An example of non-QG flow. The uφ profile at t = 62.5, run no.23 with
(C2,C3) = (3 × 10−3, 8 × 10−4).

considers the overall background field strength |B| and the size of the fluid domain
L (the magnetic susceptibility µ and the density ρ are not relevant for this model),
does not predict the QG approximation well. A modified Lehnert number which
includes a measure of the equatorial asymmetry and the local length scale comes
out as a better indicator:

λm =
|B̃|

Ω
√
µρd

, (4.35)

where |B̃| is the volume weighted strength of the asymmetric part of the background
field,

|B̃| =
∆〈B2

s〉√
〈B2

s〉
, (4.36)

where 〈· · · 〉 = V−1
#
· · · dV , and ∆〈B2

s〉 is the difference between the northern and
the southern hemisphere. We find the transition to non-QG flow to be λm ∼ 0.02,
see Table 4.1.

When the QG assumption is valid, we find weak reflection at TC (all cases have
d ≤ 0.2). One example is shown in Figure 4.10. We notice a time delay as well as
an amplitude difference for the propagation of TW in the two hemispheres inside
TC, see Figure fig:7. Although most simulations run at Pm = ν/η = 1, we also
repeated a few TW simulations at lower values of Pm down to 10−3. We still see
a hemispherical difference inside TC and weak reflection outside TC, albeit with
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no. λm (×10−3) QG?
1 208.3 n
2 2.636 y
11 4.851 y
14 6.471 y
22 28.88 n
23 32.19 n
24 14.35 y†
25 5.787 y
26 6.511 y
30 2.713 y
31 31.71 n
32 2.713 y
33 2.713 y
34 7.176 y
35 3.391 y

Table 4.1: Modified Lehnert number and (yes/no) correspondence to the QG ap-
proximation as measured by z invariance of the uφ component. †: no.24 is a bor-
derline case where there is a weak wave signal propagating along z direction in
uφ.
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Figure 4.10: The uφ profile at t = 1350, run no.25 with (C2,C3) = (4.79 ×
10−4, 3.72 × 10−4). When the backgroud field has equatorial asymmetry and the
QG assumption is valid, we see the hemispherical difference of TW inside TC, and
weak reflection outside TC.

a weaker signature. However, because TW is much more diffusive at a lower Pm,
the transient waves at the edge of the outer core and at the equator are no longer
visible.

4.6.4 Conclusion

As proposed for the deliverable R-H. 4, we tested a forward model in a spherical
shell using a particular type of QG flow that couples the fluctuation of the core flow
with the background magnetic field B. We have tested three cases with equatori-
ally symmetric B, equatorially anti-symmetric B and equatorially asymmetric B.
Regardless of the case, no strong reflection is seen outside TC. Therefore, these 3D
numerical simulations do not support the hypothesis that the observed outwardly
propagating TW is due to strong reflection at TC. We also find that transient waves
can accommodate the continuous boundary condition for the magnetic field and
the discontinuity in TW.

Inside TC, we notice a hemispherical difference in both wave speed and the
amplitude of TW that is affected by the equatorial asymmetry of the background
field. Additionally, such hemispherical difference is not strongly influenced by
the magnetic Prandtl number Pm, so we can reasonably expect some difference in
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TW to remain even at Earth’s core-like values. However, since the inferred high-
latitude jets have a distinct pattern, future studies may be needed to verify whether
the velocity difference of TW we see here are still applicable to other types of QG
flows .

Among these numerical simulations, we also found the transition point in terms
of the modified Lehnert number λm which will break the QG assumption. Given
that TW has been observed inside the core using inverse field models, our study
suggests an upper bound on the amount of equatorial asymmetry inside the large-
scale geomagnetic field. Note that our study is limited to an axisymmetric back-
ground field with the first non-zero symmetric and antisymmetric mode in Bs.
Computationally more intensive simulations are probably required if we want to
match Bs with the known power spectra of the geomagnetic field.
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no. Pm ηg/η ηm/η λ (×10−3) d C2,C3(×10−3) C2/C3 s0 QG?
1 1 1 0 54.0 0.05 19.17, 13.32 1.44 0.5 n
2 1 1 0 0.609 0.05 0.17, 0.17 0.99 0.5 y
5 1 1 0 7.57 0.05 6, 0 ∞ 0.4 y
6 1 1 0 7.57 0.01 6, 0 ∞ 0.4 y
8 1 1 0 17.9 0.15 0, 8 0 0.5 y
9 1 1 0 35.8 0.01 0, 16 0 0.5 n
10 1 1 0 4.48 0.01 0, 2 0 0.5 n
11 1 1 0 1.22 0.05 0.15, 0.46 0.33 0.5 y
13 1 1 0 17.9 0.01 0, 8 0 0.2 n
14 1 1 0 7.75 0.01 6, 0.08 75 0.4 y
18 1 1 0 4.48 0.02 0, 2.0 0 0.4 y
19 1 1 0 2.69 0.01 0, 1.2 0 0.4 y
22 1 1 0 2.55 0.02 0.6, 0.8 0.75 0.5 n
23 1 1 0 5.58 0.02 3, 0.8 3.75 0.5 n
24 1 1 0 1.98 0.02 0.15, 0.8 0.19 0.5 y
25 1 1 0 1.44 0.05 0.48, 0.37 1.29 0.5 y
26 1 1 0 0.675 0.02 0.24, 0.17 1.44 0.5 y
28 0.04 1 3.13 × 10−5 1.89 0.05 1.5, 0 ∞ 0.5 y
30 1 1 0 0.681 0.05 0.23, 0.17 1.32 0.5 y
31 1 1 0 3.68 0.02 1.5, 0.8 1.88 0.5 n
32 0.01 1 0 0.681 0.05 0.23, 0.17 1.32 0.5 y
33 10−3 1 0 0.681 0.05 0.23, 0.17 1.32 0.5 y
34 10−3 1 0 0.990 0.02 0.075, 0.4 0.19 0.5 y
35 1 1 0 0.681 0.2 1.15, 0.87 1.32 0.5 y
36 0.04 1 103 0.681 0.2 1.15, 0.87 1.32 0.5 y

Table 4.2: Parameters for the 3D simulations. Ω = 1,
√
µρ = 1, λ = |B|/(Ω

√
µρL)

is the Lehnert numer, ν = 10−8, Pm = ν/η is the magnetic Prandtl number, ηg is
the magnetic diffusivity of the inner core, and ηm is the magntic diffusivity of the
mantle. For run no.1 we use a prescribed non-zero initial bφ, run no.5-6 start with
bφ = −uφ, the rest starts with bφ = 0.
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The main objective of the ‘Swarm 4D Earth core’ project, started in Septem-
ber 2019, was to further the understanding of rapid (interannual) changes in
the geomagnetic field, as probed by the Swarm mission. During the project we
have achieved many important breakthroughs on this topic. Here we outline
the future challenges in satellite geomagnetism, focusing in particular where
we can build on our recent advances.

5.1 Summary of scientific advances

Before setting out our vision for the future, we briefly recall the important advances
achieved through Swarm 4D Earth core. Sudden changes in the rate of change of
the geomagnetic field (or ‘jerks’, see Mandea et al, 2010, for a review) had been
first detected some 50 years ago in ground-based records. Over the satellite era
they have been associated with pulses in the second time derivative of the field or
‘secular acceleration’ (Chulliat and Maus, 2014; Finlay et al, 2016). Prior to our
project, these dynamics had largely remained unexplained. The work carried out by
our consortium has allowed us to design a general framework that provides a phys-
ical understanding of rapid geomagnetic field changes. One of the key advances
which underpinned this new understanding was the ‘71%-path’ dynamo simula-
tion run at extreme parameters (Aubert and Gillet, 2021), which showed many
occurrences of magnetic acceleration events (see the catalog provided with Task
E). An analysis of these events showed common signatures, and because the events
were computationally simulated, for the first time we were able to investigate in-
depth their controlling physics, for example, by assessing the relative importance
of advection by the flow and wave propagation (Aubert et al, 2022). In parallel,
a new analysis of recent geomagnetic data along with new eigenmode computa-
tional tools have made possible the discovery of QG MC waves with interannual
periods in the geomagnetic signal recorded by Swarm and earlier satellites. On the
large length-scales that are accessible with magnetic records (∼ 800 km at the core
surface), MC waves were previously believed to occur on centennial and longer
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periods (Hide, 1966). However, the eigenmode study by Gerick et al (2021) shows
that QG MC modes do also exist on interannual periods, with a magnetic signature
strongest close to the equator. Such a mode was detected, with period 7 yr, in
core surface flows inverted from satellite magnetic data (Gillet et al, 2022). These
present stronger patterns in the equatorial belt (of amplitude up to 5 km/yr), and
travel westward at the equator, at a phase speed 1500 km/yr. This revised un-
derstanding of rapid core dynamics paves the way to a deterministic modelling of
subdecadal geomagnetic field changes.

5.2 Using rapid dynamics to probe the basic state of the
core

Despite the many recent advances in constructing observation-based models based
on measurements of the geomagnetic field from space, there remains the funda-
mental physical limitation that these models do not allow us to directly image the
geomagnetic field inside the Earth’s fluid core, but only the large-scale field ex-
ternal to the core. Knowledge of the complete state of the core: the structure of
the internal magnetic field, the pattern of core convection and the distribution of
temperature (or light element) that drives motion in the fluid is crucial to a full
understanding of the geodynamo. Our improved knowledge of the rapid time dy-
namics of the field external to the core provides a new opportunity to probe the
basic state of the geodynamo. Assuming that the core dynamics is separable into
slow (e.g. convection on centennial timescales) and fast dynamics (on interannual
timescales, e.g. waves), then observations of the changing geomagnetic field over
the fast timescale then provides constraints on the quasi-steady state that the waves
ride upon. Below we make several specific suggestions to use Swarm observa-
tions of sub-decadal core field variations to obtain the structure of magnetic field
and fluid flow within the core, which we suggest to be undertaken in parallel with
advancing geomagnetic data algorithms and the improvement of physical under-
standing of rapid SV changes.

• Geomagnetic data: upgrade and extend the geomagnetic datasets, in a man-
ner that is suited for incorporation into core dynamics analysis tools, includ-
ing adapted information on data error covariances.

• Understanding geomagnetic jerks: despite the greatly improved under-
standing of the physics that describe geomagnetic jerks in numerical mod-
els, there remains a need to link this new understanding to observations of
jerks from both ground and space. In particular, a detailed analysis is re-
quired in order to assess whether all rapid changes numerically computed
so far share the same observational and dynamical properties, and how they
compare with those recorded from ground or space. A characterization of
jerks inside the Earth in terms of their causal mechanism would then be a
significant advance. Because of our improved understanding of wave-driven
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jerk events, the signature and distribution of jerks might be used to constrain
the background state of the core.

• Waves in the core: To date, the main information on the field deep in the
core has been obtained through the detection of torsional Alfvén waves in
magnetic observations (Gillet et al, 2010). This knowledge is however re-
stricted to a one dimensional profile of the cylindrical radial component of
magnetic field, Bs. In principle, the ability to detect QG MC modes will give
access to a two dimensional map of the z-averaged r.m.s. Bs (as a function
of s and φ). To more fully understand these exciting new modes and the
constrains they provide studies are required to explore further their sensitiv-
ity to the background field with dedicated direct numerical simulations and
eigenmode studies.

• New 3D computational models of waves: The scientific advances made
possible through the 71% path model has shown the importance of high res-
olution forward models of the core. We suggest that through appropriately
chosen forward models it will be possible to better characterize the propaga-
tion of QG MC and QG Alfvén waves.

• Data assimilation: with the possibility now of accurately computing for-
ward models at Earth-like conditions, it may be possible to assimilate geo-
magnetic data into the model and thus create a dynamically consistent esti-
mate of the background field within the core.

• Improved core-flow reconstructions: A deeper understanding from 3D
computations of the magnetic field and flow structure near the edge of the
core, relevant for the interannual dynamics, may lead to improved spatial
constraints on the core flow recovery. Of course, not all the magnetic signal
recorded by Swarm is accounted for by such dynamics; unresolved processes
also account for a significant fraction of interannual field changes (about one
half according to our recent work). These two sources of signal are covari-
ant, and it may be that the small-scale components of QG MC modes are
related to the unresolved subgrid-scale processes. A better understanding
of this should allow a reduction in the uncertainties on core flows, and thus
enhance the recovery of the field deep in the core.

• Modelling the internal field and mantle conductivity: the characteristics
of QG MC mode propagation depends on the structure of the background
magnetic field within the core and the conductivity of the mantle. Using
geomagnetically observed QG MC waves, it may then be possible to infer
certain averages of the magnetic field inside the core alongside the lower-
mantle conductivity, thus constraining the structure of the internal field.
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5.3 Changed deliverables in Swarm 4D Earth core

During the course of the project, several deliverables were altered because the re-
search effort was better spent in following unpredicted and very promising avenues
of investigation.

• The original deliverable R-H.4 was a report on the viability of a quasi-
geostrophic model at high latitude, inside and across the tangent cylinder.
This was designed to help explain the physics of the recently discovered
high-latitude jet (Livermore et al, 2017). In place of this deliverable was a
report on a new Bayesian method for jerk identification, which was impor-
tant for constructing the catalogue of jerks. The original deliverable remains
a promising angle of investigation, but in addition to originally proposed
theoretical study, it might be useful to use the new 3D numerical simula-
tions to better understand the nature of the quasi-geostrophic dynamics on
the tangent cylinder.

• The original deliverable R-D.2 was a technical note on the feasibility of 3D
reduced stochastic models. We had already begun a study on the use of the
information carried by the horizontal component of the induction equation
(in absence of magnetic boundary layers). This development was related to
Task G (QG boundary conditions), and we foresee a potential for strongly
increasing the amount of constraints when inverting core surface flows from
magnetic data. We thus considered it as a new priority, and decided to change
the initial plan for R-D.2, which now contains a technical note on ‘use of the
horizontal induction for the kinematic recovery of surface core flows’. The
original deliverable may still be useful in the future, although we do not
foresee it as a major goal, at least as initially formulated – similar products
may in principle be obtained in a sequential manner, starting first from an
estimate of the core surface state, next coupled with a 3D estimate using the
information carried by geodynamo simulations.

5.4 Long term vision

Over the next decade, the extension of satellite and ground-based geomagnetic
datasets will provide increasingly powerful observational constraints on timescales
relevant to core dynamics and the geodynamo. Crucial in this regard will be a
continuation of the unique high quality magnetic data provided by the Swarm mis-
sion. Further improvements in spatial and temporal resolution are also on the hori-
zon through presently proposed missions such as ‘NanoMagsat’ (Hulot, 2021) and
‘MacauSat’ (Zhang, 2021). In our opinion the key to fully exploiting this data and
learning more about the deep Earth is parallel advances in numerical simulations
of the geodynamo process, geomagnetic data assimilation schemes, simpler ideal-
ized models, and theory. By combining these tools with the unique observational
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constraints from high quality satellite magnetic data covering several decades we
expect to obtain fundamental new insights on:

• field changes on longer time-scales: better understanding of rapid dynam-
ics will improve our knowledge of the background state (for example the
pattern of core-convection) and how it varies over centennial (or longer)
timescales. Ultimately the pattern of convection underpins our knowledge
of how the planetary-scale geodynamo operates.

• Insights for better understanding the global Earth dynamics: improved
understanding of magnetic field change will allow us to better constrain the
structure of the liquid core including the possible existence (or not) of a strat-
ified layer, and the structure of the interface between the core and the over-
lying solid mantle (topography of the core surface, electrical conductivity of
the lowermost mantle, etc.).

• Prediction of the geomagnetic field: present-day predictions of the geo-
magnetic field are limited by incomplete understanding of the geodynamo
and the frequent (and currently unpredictable) occurrence of jerks. A better
understanding of the processes governing rapid field change, along with ge-
omagnetic jerks, may allow the accurate prediction of the geomagnetic field
on interannual to centennial timescales.

• Insights for better understanding other planetary bodies: Earth is only
one of the planets in our solar system with a magnetic field. Improved un-
derstanding of Earth will allow much better understanding of the general
conditions that permit magnetic field generation. Because the structure of a
planetary magnetic field is an important constraint on its interior structure,
these improvements in understanding will feed into the design of future mis-
sions in order to maximise scientific return.
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